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ABSTRACT. Courant’s theorem implies that the number of nodal domains of a
Laplace eigenfunction is controlled by the corresponding eigenvalue. Over the
years, there have been various attempts to find an appropriate generalization
of this statement in different directions. We propose a new take on this prob-
lem using ideas from topological data analysis. We show that if one counts the
nodal domains in a coarse way, basically ignoring small oscillations, Courant’s
theorem extends to linear combinations of eigenfunctions, to their products,
to other operators, and to higher topological invariants of nodal sets. We also
obtain a coarse version of the Bézout estimate for common zeros of linear com-
binations of eigenfunctions. We show that our results are essentially sharp and
that the coarse count is necessary, since these extensions fail in general for the
standard count. Our approach combines multiscale polynomial approximation
in Sobolev spaces with new results in the theory of persistence modules and
barcodes.
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1. INTRODUCTION AND MAIN RESULTS

1.1. Measuring oscillations. The present paper focuses on the interplay be-
tween topology and analysis of smooth functions, with links to spectral and
algebraic geometry. The topological function theory deals with invariants of
functions under diffeomorphisms and, roughly speaking, enables one to study
oscillations of functions by looking at the topology of its sublevel sets. This the-
ory is based on persistence modules and barcodes, a mathematical apparatus
originated in topological data analysis. On the analysis side, we consider mea-
surements of functions based on the Sobolev scale, often in the context of eigen-
functions of elliptic operators, as well as their linear combinations and products.

Let M be a smooth compact connected n-dimensional Riemannian manifold,
possibly with a non-empty boundary, and let E → M be a rank l real vector
bundle over M . Given a section s : M → E, we introduce its zero (or nodal) set
Zs = {s = 0}, and denote by zr(s) = dim Hr(Zs) and mr(s) = dim Hr(M \ Zs) the
Betti numbers of the zero set and its complement, respectively. Here and further
on, Hr(X ) stands for the r-th singular homology group of a subset X ⊂ M with
coefficients in a field.

The cases of particular importance are l = 1, when Zs is generically a hyper-
surface in M and the connected components of M \ Zs are called nodal domains,
and also l = n when generically Zs is a finite set. The traditional objects of study
are the count of nodal domains m0(s) and the count of zeros z0(s).

Let us introduce a coarse version of Betti numbers, called the persistent Betti
numbers, as follows. Let us fix a Riemannian metric on M and an inner product
on E. For a smooth section s : M → E and a number δ > 0, put

(1) mr(s,δ) = dimIm (Hr({|s|> δ})→ Hr(M \ Zs)) ,

and

(2) zr(s,δ) = dim Im(Hr(Zs)→ Hr({|s|< δ})) .

In Section 1.6 we restate these definitions in the language of the theory of per-
sistence modules.

As an illustration, assume that E = M × R, so that sections of E are func-
tions on M . Then, given a function f , m0(s,δ) is the number of “δ-deep" nodal
domains U , i.e. such that maxU | f | > δ, while other domains are discarded
as a topological noise. This approach goes back to [64] and has been further
developed in [60], see Section 1.4 for a discussion.

Assume now that l = n, and s is a generic section of E with a finite number of
zeros. Then z0(s,δ) counts only those connected components of {|s|< δ} which
contain zeros of s. Other connected components are discarded as topological
noise.
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Let ||s||W k,p , k ∈ N, p ≥ 1, be the Sobolev norm of s, see Subsection 5.1 for
a precise definition. Recall that this norm is controlled by the Lp norms of the
derivatives of s up to the order k. Our first main result is as follows.

Theorem 1.1. Let E be a vector bundle with an inner product over a Riemannian
manifold M of dimension n. Fix integers k > n/p, 0 ≤ r < n, and suppose that
s ∈W k,p(M ; E). Then for any δ > 0,

(3) mr(s,δ)≤ C1δ
−n/k||s||n/k

W k,p + C2 ,

and

(4) zr(s,δ)≤ C1δ
−n/k||s||n/k

W k,p + C2 ,

where the constant C1 depends only on M , E, k, p and C2 = dim Hr(M).

It should be emphasized that this theorem is new and meaningful already for
the case when r = 0, E = M × R and the sections are simply functions on M .
Moreover, the result does not hold if the persistent Betti numbers are replaced
by the usual Betti numbers, and the powers of ‖s‖ and δ in formulas (3) and (4)
are sharp, see Subsection 1.5 for details.

A few more remarks are in order. The assumption k − n/p > 0 guarantees
that s is continuous; otherwise, our topological considerations are not feasible.
The formulation above involving persistent Betti numbers is not yet an ultimate
one: we shall generalize this result by using the language of persistence bar-
codes, see Theorem 1.12 below. In view of Lemma 5.6 it is sufficient to prove
Theorem 1.12, which implies Theorem 1.1, in a weaker form where C2 depends
on M , E, k, p like C1.

The first estimates on the magnitude of the oscillations of a smooth function f
in terms of the uniform norm of its higher derivatives were obtained by Yomdin
[79] (we refer also to [46, 48, 77] for earlier related results). Constraints similar
to (3), stated in the language of persistence barcodes are known for p =∞ and
k = 1 [26] and, in the case of surfaces for p = k = 2 [60] (see also [64] for other
related estimates).

Our approach to Theorem 1.1 combines the theory of persistence modules and
barcodes with a multi-scale version of Yomdin’s method based on polynomial
approximation of sections on small cubes. Furthermore, we obtain bounds on
the topology of the nodal sets of these approximations using tools from algebraic
geometry, and glue together the data on different cubes using the Mayer-Vietoris
sequence.

As an application of Theorem 1.1 we present a coarse version of Courant’s
nodal domain theorem [60, 64]. We discuss new instances of the coarse Courant
theorem in Section 1.2, in particular, for products of linear combinations of
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eigenfunctions. We also present novel applications to a coarse version of Bé-
zout’s theorem (Section 1.3), which is related to the coarse Courant theorem for
products via the Mayer-Vietoris sequence, see Section 1.4.

In a way, these results provide an answer to a problem posed by V. Arnold in
2003 on extending Courant’s theorem to “...the case of systems of equations, de-
scribing oscillations of the sections of fibrations whose fiber has dimension> 1” [4,
Problem 2003-10]. Moreover, as shown in Proposition 1.11, the coarse approach
is essential for such an extension.

1.2. Coarse Courant theorem. Consider the following motivating example.
Let ∆ f = −div(∇ f ) be the Laplace-Beltrami operator associated to a Riemann-
ian metric on a closed manifold M of dimension n. It is well-known that the
eigenvalues λ j are non-negative. Let us arrange them in the non-decreasing
order with account of multiplicities, and define the counting function N(λ) =
#{λ j ≤ λ}. The counting function satisfies the Weyl law which implies N(λ) =
O(λn/2). Let f j with ∆ f j = λ j f j be any sequence of eigenfunctions normalized
by the L2-norm,

∫

M
f 2

j dVol = 1. Courant’s nodal domain theorem states that
m0( f j)≤ j, and combined with the Weyl law it yields

(5) m0( f j) = O
�

λ
n/2
j

�

.

Our main finding is that if one replaces the Betti numbers by their persistent
counterparts, estimate (5) can be extended in several directions:

• to linear combinations of eigenfunctions, as opposed to single eigenfunc-
tions;
• to products of linear combinations of eigenfunctions;
• to persistent Betti numbers in arbitrary degree instead of degree zero;
• to arbitrary elliptic operator on sections of a vector bundle instead of the

Laplace-Beltrami operator on functions.

It should be mentioned that none of these generalizations are possible with the
usual Betti numbers, see Proposition 1.11 below. At the same time, results of
this kind are known to hold for random linear combinations of eigensections of
elliptic operators, see [37].

Throughout this section, let M be a compact Riemannian manifold of dimen-
sion n and let D be a non-negative self-adjoint elliptic pseudo-differential oper-
ator of order q > 0 on the sections of a vector bundle E over M with an inner
product. If ∂M 6= 0, we assume that D is a differential operator of even order
q = 2q′ satisfying Dirichlet boundary conditions (i.e. all the derivatives up to
the order q′ − 1 vanish at the boundary).

LetFλ denote the subspace spanned by all eigensections of D with eigenvalues
≤ λ.
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Theorem 1.2 (coarse Courant). Let 0 ≤ r < n and k > n/2 be integer numbers.
Then for any δ > 0 and any s ∈ Fλ with ||s||L2 = 1,

mr(s,δ)≤
C1

δn/k
(λ+ 1)

n
q + C2,

zr(s,δ)≤
C1

δn/k
(λ+ 1)

n
q + C2,

where the constant C1 depends only on M , E, D, k and C2 = dim Hr(M).

Remark 1.3. We note that in the case 0 < δ ≤ 1, Theorem 1.2 and Theorems
1.4, 1.5, 1.7 and 1.15 below hold for arbitrary positive k.

We note that since Theorem 1.2 applies to pseudo-differential operators, it
gives a partial answer to a question on a Courant-type bound for the number of
nodal domains of the Dirichlet-to-Neumann operator [39, Open problem 9], see
also [43].

Another result where a similar bound holds concerns the products of linear
combinations of eigenfunctions.

Theorem 1.4 (coarse Courant for products). Let E = M ×R and f1, . . . , fl ∈ Fλ,
l ≥ 1, be L2-normalized linear combinations of eigenfunctions: || f j||L2 = 1, j =
1, . . . , l. Set f = f1 · . . . · fl , and let 0 ≤ r < n be an integer. Then for every ε > 0
there exists an integer k0 > n/2 such that for any δ > 0 and k ≥ k0,

mr( f ,δ)≤
C1

δn/k
(λ+ 1)

n
q+ε + C2,

zr( f ,δ)≤
C1

δn/k
(λ+ 1)

n
q+ε + C2,

where the constant C1 depends only on M , D, l, k,ε and C2 = dim Hr(M). The
integer k0 depends only on n, q, l,ε.

Theorem 1.4 is a consequence of Theorem 1.12 and Proposition 6.1 for func-
tions together with an estimate of the Sobolev W k,2 norm of products for k >
n/2, known as the fractional Leibniz rule in Sobolev spaces (see [16, 41]). With
slightly less optimal constants, it can also be proved using the Sobolev trace
theorem [33, p. 121], see Remark 6.8.

Up to ε > 0, the exponent in the estimates above can not be improved. This
can be easily seen by considering a product of eigenfunctions sin j x and sin j y
on a flat 2-torus as j→∞.

Note that if f j ∈ Fλ j
, j = 1, . . . l, the above estimates are given in terms

of λ = max j λ j. In particular, they are accurate provided λ j are comparable
to λ for all j, i.e., there exists a constant C > 0 such that 1/C ≤ λ j/λ ≤ C .
However, for arbitrary λ j these bounds are not sharp. Theorem 6.7 proved in
Section 6.2 gives a somewhat more refined version of Theorem 1.4, capturing
the contributions of the individual λ j, albeit still in a non-sharp manner.
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1.3. Coarse Bézout theorem. Loosely speaking, eigenfunctions of the Laplace-
Beltrami operator with the eigenvalue λ are expected to share some common
features with polynomials of degree

p
λ when λ is sufficiently large [30]. To il-

lustrate this principle, consider the sphere Sn equipped with the standard spheri-
cal metric. Harmonic homogeneous polynomials of degree d onRn+1 correspond
to eigenfunctions of the Laplace-Beltrami operator with the eigenvalue d(d +
n−1). Given eigenfunctions f1, . . . , fn on Sn with the eigenvalues λ1, . . . ,λn, the
number of common zeros generically does not exceed const ·

p

λ1 · · ·λn. This
follows from the standard Bézout theorem. Furthermore, it was proved in [38]
that the expectation (in a natural probabilistic setting) of the number of com-
mon zeros equals 2n−n/2

p

λ1 · · ·λn. Similar bounds for certain homogeneous
Riemannian manifolds have been also obtained in [1, 2].

Below we promote another informal principle stating that persistent topolog-
ical characteristics of eigenfunctions are similar to those predicted by algebraic
geometry, where, again, the degrees correspond to the square root of the eigen-
value. For instance, we prove the following coarse version of Bézout’s theorem,
as an application of Theorem 1.2.

Theorem 1.5 (coarse Bézout). Let, as before, E = M × R, f1, . . . , fn ∈ Fλ,
|| f j||L2 = 1, j = 1, . . . , n. Consider s = ( f1, . . . , fn) as a section of the trivial bundle
M × Rn with the standard metric, and let k > n/2 be an integer. Then for any
δ > 0,

z0(s,δ)≤
C1

δn/k
(λ+ 1)

n
q + 1,

where the constant C1 depends only on M , D, k.

Note that Theorem 1.5 agrees with the Bézout estimate for Laplace eigenfunc-
tions on the round sphere corresponding to the same eigenvalue λ. As in the
case of the coarse Courant theorem for products, if f j ∈ Fλ j

, the estimate above
is sharp provided all λ j are comparable to λ. A more general version of the
coarse Bézout theorem capturing the contributions of different λ j is presented
in Theorem 6.9. In fact, it is tempting to make the following

Conjecture 1.6. Let f j ∈ Fλ j
and s = ( f1, . . . , fn) be as in Theorem 1.5. Then

z0(s,δ)≤
C1

δn/k
((λ1 + 1) · . . . · (λn + 1))

1
q + 1,

where the constant C1 depends only on M , D, k.

Theorem 1.5 holds for zr for all 0≤ r < n and Conjecture 1.6 makes sense in
this case. However, the geometrically significant value of r is r = 0.

The conjectured bound, if true, would be sharp. However, our methods appear
to be insufficient to prove it, essentially because of the condition k > n/2, see
Theorem 6.9.
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Another result in a similar spirit provides an estimate for the coarse count of
critical points of a linear combination of eigenfunctions. Note that the critical
point of a smooth function f on M is a zero of its differential d f which is a
section of the cotangent bundle T ∗M of M .

Theorem 1.7. Let E = T ∗M with metric induced from M and s = d f where
f ∈ Fλ for the Laplace-Beltrami operator ∆. Let k > n/2 be an integer. Then for
any δ > 0,

z0(s,δ)≤
C1

δn/k
(λ+ 1)

n
2 + 1,

where the constants C1 depends only on M , D, k.

This is an immediate consequence of Theorem 1.2 applied to the Hodge-
Laplacian D on E. Note that if f ∈ Fλ for ∆ then d f ∈ Fλ for D since Dd = d∆
on smooth functions.

The upper bound asymptotically agrees with the estimate of Nicolaescu [57]
on average. Furthermore, the coarse count is necessary, since the example of
Buhovsky-Logunov-Sodin [18] has infinitely many critical points.

1.4. Courant and Bézout: discussion. The search for the analogue of Courant’s
theorem for linear combinations of Laplace eigenfunctions has a long history. A
direct generalization of Courant’s theorem to linear combinations of eigenfunc-
tions is often referred to as the Courant–Herrmann conjecture [40] or the Ex-
tended Courant Property [14]. For the one-dimensional Sturm–Liouville prob-
lem this result was proved by Sturm in 1836, see [7] and [13] for a fascinating
historical discussion and another proof based on the ideas of Gelfand. In higher
dimensions, the Extended Courant Property does not hold in general [3, 5, 76]
and various counterexamples have been found. Moreover, as was shown in [18],
there exist Riemannian metrics on a 2-torus such that linear combinations of
Laplace eigenfunctions have infinitely many nodal domains, and hence there is
no hope for even a weaker analogue of Courant’s theorem. Further examples of
this kind were constructed in [12].

Theorem 1.2 follows a different approach to find an extention of Courant’s
theorem. It was originally proposed in [64] for Laplace eigenfunctions on sur-
faces, and has been further developed using the language of persistent barcodes
in [60]. The idea is to count only “deep” nodal domains, i.e. nodal domains
in which the absolute value of an eigenfunction reaches a certain threshold. In
Theorem 1.2, this threshold is given by δ > 0. Note that this coarse nodal count
is physically meaningful, as very small oscillations are often difficult to detect,
both experimentally and numerically. Moreover, as was mentioned above, the
coarse nodal count extends not only to linear combinations of Laplace eigen-
functions, but also to eigenfunctions of higher order operators. In particular, as
was observed in [64], the coarse Courant theorem holds for eigenfunctions of a

7



vibrating clamped plate. Note that in this case there is no usual Courant’s the-
orem. On the contrary, for planar domains with corners having angles that are
not too obtuse, it is expected that eigenfunctions have infinitely many nodal do-
mains, see [28, Section 2.5] and references therein. While the results of [60, 64]
were obtained only in dimension two, Theorem 1.2 holds in arbitrary dimension.
In particular, it provides a positive answer to Conjecture 1.4.7 posed in [60].

Significantly less is known about the analogues of Courant’s theorem for prod-
ucts of eigenfunctions. Some partial results in this direction have beeen obtained
in [6] and [61]. Interestingly enough, this subject is closely related to an ana-
logue of Bézout’s theorem for nodal sets discussed above. In fact, Theorems 1.4
and 1.5 can be viewed as different facets of the same phenomenon. We illus-
trate this link in the following situation. Let Z1, Z2 be the nodal sets of Laplace-
Beltrami eigenfunctions f1, f2, respectively. The nodal set of the product f1 f2 is
the union Z1 ∪ Z2, while Bézout’s theorem deals with the intersection Z1 ∩ Z2.
By the Mayer-Vietoris exact sequence we have

Hr+1(Z1)⊕Hr+1(Z2)→ Hr+1(Z1 ∪ Z2)→ Hr(Z1 ∩ Z2)→ Hr(Z1)⊕Hr(Z2) .

Applying the rank-nullity theorem to the second and the third arrows, this read-
ily yields

|dim Hr+1(Z1 ∪ Z2)− dim Hr(Z1 ∩ Z2)| ≤

dim Hr+1(Z1) + dim Hr+1(Z2) + dim Hr(Z1) + dim Hr(Z2) .

While in general this inequality is not sharp, its coarse version developed below
in Section 8 provides a satisfactory link between the coarse Courant for products
(Theorem 1.4) and the coarse Bézout (Theorem 1.5) as the eigenvalues tend to
infinity. In particular, one can recover the asymptotics in the coarse Courant for
products using the coarse Bézout and the coarse Courant for individual eigen-
functions (Theorem 1.2), which is applied to estimate the coarse Betti numbers
of Z1, Z2, see (47). In this way the Mayer-Vietoris sequence brings together our
main applications.

1.5. Optimality of the main results. The following simple example shows that
the powers of ‖s‖ and δ in formulas (3) and (4) are sharp.

Example 1.8. Let n = 1 and assume that the sections s are functions over an
interval [0, 2π]. Then there exists a constant C such that for any 0< δ < 1,

m0(sin j x ,δ)≥ C j

as j →∞, while ‖ sin j x‖1/k
W k,p = O( j) for any k, p ≥ 1. Similar inequalities hold

also for z0(sin j x ,δ).
To show that the power of δ is sharp we first note that elementary rescaling yields

mr(ts, tδ) = mr(s,δ) and zr(ts, tδ) = zr(s,δ). Hence, the right-hand side of the
inequalities (3) and (4) must depend only on the ratio between the norm of s and δ.
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It is also instructive to consider

Example 1.9. Set
sα,β(x) = xα sin

�

x−β
�

for some α,β > 0. Note that if α = k(β + 1), then sα,β ∈ W k,p((0, 2π)) for any
k, p ≥ 1 Moreover, it is easy to check that there exists a constant C > 0 such that

m0(sα,β ,δ)≥ Cδ−β/α.

as δ → 0. At the same time, (3) yields m0(sα,β ,δ) = O
�

δ−
1
k

�

, and this bound is
saturated in the limit as β →∞. Similar estimates hold also for z0(sα,β ,δ).

In fact, a considerably more general sharpness result holds. It shows that the
upper bound of Theorem 1.2 is essentially sharp, at least as far as the power of
(λ+ 1) is concerned.

Theorem 1.10. Let (M , g) be a closed Riemannian manifold and D = ∆ the
Laplace-Beltrami operator on functions. There exists c = c(M , g) > 0 such that
for every δ > 0 one can find f ∈ Fλ, ‖ f ‖L2 = 1, for which we have

(6) m0( f ,δ)¾ c
(λ+ 1)n/2

max(1,δ2)
− 1.

The same lower bound holds also for z0( f ,δ).

The proof of Theorem 1.10 is presented in Section 7. Note that Theorem 1.10
is consistent with the asymptotically sharp L∞ bound

|| f ||L∞ ≤ C(λ+ 1)n/4

on f ∈ Fλ, ‖ f ‖L2 = 1, which is a consequence of the local Weyl law [44], see
also [21, Proposition IV.1]. Indeed, in view of this bound, if δ > C(λ + 1)n/4,
then m0( f ,δ) = 0. At the same time, inspecting the proof of Theorem 1.10,
one can check that in this case c/C2 ≤ 1, and hence the right-hand side in (6)
is non-positive. We refer also to Remark 7.5 for further discussion on Theorem
1.10 in relation to sharpness of our main results.

The coarse Courant theorem gives rise to a natural question on whether its
non-coarse analogue holds. In particular, does a bound of the form

(7) mr( f ) = O (F(λ)) ,

where F is some positive function, hold on an arbitrary compact Riemannian
manifold M , provided

• r = 0 and f =
∑i

j=1 a j f j, where f j are Laplace eigenfunctions on M with
eigenvalues λ j ≤ λ= λi;
• r ≥ 0 is arbitrary and f is a Laplace eigenfunction on M with eigenvalue
λ;
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• r = 0 and f is an eigenfunction of an arbitrary elliptic operator D on M
with eigenvalue λ.

Using results of [18] we show that in general the answer to all these questions
is “no". In what follows T n denotes an n-dimensional torus.

Proposition 1.11. The following assertions hold:

(i) There exists a Riemannian metric gBLS on a T 2 admitting a sequence fi j
of

Laplace eigenfunctions corresponding to eigenvalues λi j
→ ∞ as j → ∞, such

that
m0( fi j

− ci j
) = +∞

for some constants ci j
for all j ≥ 1.

(ii) For T 4 endowed with gBLS ⊕ gBLS, the eigenfunctions ui j
= fi j

⊕− fi j
satisfy

m1(ui j
) = +∞

for all j ≥ 1.

(iii) Let gBLS ⊕ gst be the Riemannian metric on a T 3, where gst is the standard
metric on a unit circle. Then the eigenfunctions h j = f (x) sin( j y) of the non-
negative fourth order elliptic operator D = ∆2 − λ∆x + λ2/4 with eigenvalues
λ j = j4 +λ2/4, where f = fi1 − ci1 ,λ= λi1 satisfy

m0(h j) = +∞

for all j ≥ 1.

Proposition 1.11 confirms the intuition that the Courant-type bound (5) is
rather special for the nodal domain count of Laplace eigenfunctions. For r = 0
it also holds for some closely related operators, like the Schrödinger operator, or
certain linear combinations of its powers. However, in the pseudo-differential
setting, the nodal domain count can be infinite even for operators of order two.
Indeed, let A =

p
D+ I , where D is the operator defined in (iii) and I is the

identity operator. By [68], A is a pseudo-differential operator of order two of
the form A= ∆+ P, where P is of order at most one, and h j are eigenfunctions
of A.

As follows from (ii), even in the case of Laplace eigenfunctions, estimate (7)
can not hold in general for higher Betti numbers. It would be interesting to
understand whether (7) for r > 0 holds for real-analytic Riemannian metrics
(note that the metric gBLS that was constructed in [18] is smooth but not real-
analytic). Some related results in this direction have been obtained in [52].
Using Milnor’s theorem on the zero sets of real polynomials [55], one can show
that an analogue of (5) for higher Betti numbers holds for the nodal sets of
eigenfunctions on spheres and flat tori [58].
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Finally, let us note that while the counterexamples in Proposition 1.11 are
presented for the Betti numbers mr of the complement to the nodal set, it should
not be hard to obtain similar results for the Betti numbers zr of the zero set.

1.6. Bounds on persistence barcodes. Recall that for a Morse function f :
M → R on a compact manifold and a coefficient field K, its barcode is a finite
multisetB( f ;K) of intervals with multiplicities (I j, m j), where m j ∈ N and I j is
finite, that is of the form [a j, b j) or infinite, that is of the form [c j,∞). The num-
ber of infinite bars is equal to the total Betti number b(M ;K) = dim H(M ;K).

This barcode is obtained algebraically from the persistence module V ( f ) con-
sisting of vector spaces V ( f )t = H({ f ≤ t};K) parametrized by t ∈ R and struc-
ture maps πs,t : V ( f )s → V ( f )t induced by the inclusions { f ≤ s} ,→ { f ≤ t}
for s ≤ t. These maps satisfy the structure relations of a persistence module:
πs,s = idV ( f )s for all s and πs2,s3

◦πs1,s2
= πs1,s3

for all s1 ≤ s2 ≤ s3. We refer to [60]
for first applications of persistent homology to spectral theory, and to Section 2
below for further preliminaries and references.

Recall that the length of a finite bar [a, b) is b−a and the length of an infinite
bar [c,∞) is +∞. We require the following number: Nδ( f ) is the number of
bars of length > δ in the barcode B( f ). As we shall see below, this quantity
is well defined for continuous (not necessarily smooth) functions. With these
preparations in mind we state our main technical result.

Theorem 1.12. Let E be a vector bundle over M with an inner product. Suppose
that s ∈ W k,p(M ; E) and k − n/p > 0. Then |s| being continuous, B(|s|) is well-
defined and for all δ > 0,

Nδ(|s|)≤
C1

δn/k
||s||n/k

W k,p + C2,

where the constant C1 depends only on M , E, k, p and C2 = dim H∗(M).

Remark 1.13. The same result holds with |s| replaced by −|s| on the left hand
side (see Remark 5.7). This is particularly relevant in the case of manifolds with
boundary (see Remark 6.6).

Remark 1.14. A similar result holds forNr,δ(|s|), where we consider the barcode
in degree r only. In this case C2 = dim Hr(M). A similar bound with C2 = 0
holds for the count N fin

δ
(|s|) of only the finite bars of length > δ.

This result yields Conjecture 1.4.7 and a particular case of Conjecture 1.4.8
from [60] (for n = 2, both conjectures were proved in [60].) Originally these
conjectures have been formulated for the Laplacian, but we prove them below
in greater generality. Let E be a vector bundle with inner product on a closed
Riemannian manifold M of dimension n and let D be a non-negative elliptic
self-adjoint differential operator of order q on the sections of E. Recall that Fλ
denotes the subspace spanned by all eigensections with eigenvalues ≤ λ.

11



Theorem 1.15. Let s ∈ Fλ with ||s||L2 = 1. Then for all δ > 0 and integer k > n/2,

Nδ(|s|)≤
C1

δn/k
(λ+ 1)n/q + C2

where C1 depends only on M , E, D, k and C2 = dim H∗(M).

Note that this result is essentially sharp, as follows from Theorem 1.10. The-
orem 1.15 has applications to approximation theory, which we will not discuss
here, referring the reader to [60, 62] for a detailed discussion in the case of
surfaces. We present another application to Conjecture 1.4.8 from [60].

Recall that for a barcodeB( f ) of a function f on a closed manifold M , |B( f )|
denotes the sum of the lengths of the finite bars of B( f ) plus the sum of the
differences max( f )− c j for 1 ≤ j ≤ dim H∗(M), where c j are the starting points
of the infinite bars inB( f ). Note that max( f ) is itself the maximal such starting
point.

Theorem 1.16. Suppose n= dim M ≥ 3. Let s ∈ Fλ with ||s||L2 = 1. Then

|B(|s|)| ≤ C(λ+ 1)n/q

where C depends only on M , E, D.

The condition n ≥ 3 is technical and comes from being able to choose an
integer k with n> k > n/2.

Remark 1.17. It should not be hard to extend Theorems 1.12 and 1.15 in the
spirit of [31, Proposition 6.1] to fractional Sobolev spaces (cf. [74]) with arbi-
trary real parameter k > n/p. Such an extension would remove the technical
condition n≥ 3 in Theorem 1.16, see also Remark 7.5.

Remark 1.18. We can prove an analogue of Theorem 1.16 for the Lp norm of the
barcodes by essentially the same argument. The Lp norm of the barcode of |s| is
defined for p ≥ 1 as the expression

|B(|s|)|p =
�∑

βi(|s|)p +
∑

(max( f )− c j)
p
�1/p

,

where βi(|s|) are the lengths of the finite bars in the barcode, arranged in de-
creasing order (see [26] for a similar definition). We can prove that for all p ≥ 1,
s ∈ Fλ, ||s||L2 = 1,

|B(|s|)|p ≤ C(λ+ 1)n/q,

where C depends on M , E, D, p. Moreover, for p ∈ [1,2) we can improve the
power of λ+ 1 to (λ+ 1)n/pq and for p ≥ 2, we can improve it to (λ+ 1)k1/q, for
every n/2 < k1 < n. We refer to Remark 6.10 for a few details of this general-
ization.
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Remark 1.19. Let M be a closed n-dimensional Riemannian manifold, and let
T ∗M be its cotangent bundle equipped with the associated (Sasaki) metric.
Given a smooth function on f , consider the graph of its differential, graph(d f ) ⊂
T ∗M . Note that it is Lagrangian with respect to the canonical symplectic form
on T ∗M . A recent paper [20], which relates the Floer-homological bar counting
function of Lagrangian submanifolds with the topological entropy of symplectic
maps, yields an interesting result in our context. Namely, the arguments in [20,
Section 5] imply that for all δ > 0

(8) Nδ( f )≤ C(δ) Volumen(graph(d f )) ,

where C(δ) is a positive constant depending on δ and the metric. For instance,
if M is the standard Euclidean torus, this reads

Nδ( f )≤ C(δ)

∫

M

Æ

det (I + (Hess f )2)dVol ,

where Hess f denotes the Hessian of f and I is the identity matrix. Inequality
(8) is neither stronger, nor weaker than the one provided by our main theorem.
At the same time, in terms of Sobolev norms, it yields

Nδ( f )≤ C(δ)|| f ||nW 2,n + C ′ ,

while we get a stronger estimate

Nδ( f )≤ C1(δ)|| f ||
n/2
W 2,n + C ′1 .

It should be mentioned also that for n = 2, i.e., when M is a surface, the ap-
proach of [64] involved the length of the normal lifts of the level sets of f . It
would be interesting to compare a direct extension of this approach to higher
dimensions with inequality (8).

1.7. Ideas of the proof. Let us outline the proof of Theorem 1.12 for functions
on a cube (see also Theorem 5.2). The general case is based on the same ideas.
In this informal sketch we write® for less or equal up to a multiplicative constant
depending only on k, n, p, but not on the function f and the real number δ. The
proof is based on two important facts from the theory of persistence modules.

Fact 1. By a fundamental stability theorem (see Theorem 2.7), Nδ( f ) does not
decrease if we perturb f in the uniform norm and simultaneously slightly de-
crease δ. Thus, if f is well approximated on an n-dimensional cube Q (or more
generally, on an n-dimensional box B =

∏n
i=1[ai, bi]) by a polynomial of de-

gree k, the quantity Nδ( f |Q) is bounded from above by the number of critical
points of this polynomial. By Milnor’s celebrated bound and Morse theory for
manifolds with corners, this yields Nδ( f |Q) = O(kn).
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Fact 2. We repeatedly use that if U → V →W is an exact sequence of persistence
modules, then

N2δ(V )≤Nδ(U) +Nδ(W ), ∀δ > 0 .
This fact appears to be new, and its proof is based on algebraic ideas, see

Section 3.
The argument goes as follows. Put α := k/n− 1/p > 0. Fix a function f ∈

W k,p(Q) on a unit cube Q = [0, 1]n and divide it into 2n equal cubes. A cube Q i
of the partition is called good if

(9) Vol(Q i)
α · ||Dk( f |Q i

)||Lp ® δ ,

and bad otherwise. We subdivide each bad cube again, and continue the process
using criterion (9) until all the cubes are good; note that this will be achieved
after a finite number of steps. We get a multiscale dyadic partition K of Q con-
sisting of κ good cubes. The crux of the matter is that on each good cube f is
well approximated by a polynomial of degree k. This readily follows from the
Morrey-Sobolev inequality (see Theorem 5.3) which we review in the Appendix.
Hence, by Fact 1,

(10) Nδ( f |Q i
) = O(kn)

for every good cube Q i.
The next task is to assemble estimates (10) for individual cubes of the partition

into a global estimate. Our argument echoes1 the one in [35]. First, we use
Lemma 5.4 to prove that

(11) κ®
�

||Dk f ||Lp

δ

�n/k

+ 1.

Second, using a combinatorial argument (Lemma 4.15) we show that Q can be
represented as a union of n + 1 sets K j, j = 0, . . . , n, satisfying the following
properties:

(i) For each j, the set K j is a pairwise disjoint union of rectangular boxes
Bi j;

(ii) Each box Bi j ⊂ K j, j = 0, . . . , n, is contained in a small neighborhood
of a j-dimensional face of some cube belonging to the multiscale dyadic
partition K (in this notation a 0-face is a vertex of a cube and n-face is a
cube itself).

We refer to Figure 2 for an illustation of this construction.
Using additivity of the bar counting function over disjoint sets (20), we obtain

(12) Nδ( f |K j
) =

β j
∑

i=1

Nδ( f |Bi j
)® β j · kn.

1We thank G. Binyamini and D. Novikov for pointing this out to us.
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Here β j denotes the number of connected components of K j, and we use a ver-
sion of (10) and property (ii) combined with Fact 1 to obtain the inequality on
the right-hand side. Property (ii) implies that β j are bounded above by C(n)κ,
where C(n) is a constant depending only on n. Furthermore, (i) and (ii) yield
that the number of tuples {(i1 j1, . . . , ip jp)} with Bi1 j1 ∩ · · · ∩ Bip jp 6= ; is bounded
from above by C(n)κ as well. With this in mind, apply the Mayer–Vietoris se-
quence together with Fact 2 to the cover of Q by the sets K j. It follows that

N2n+1δ( f )®
n
∑

j=0

Nδ( f |K j
) +

∑

Nδ( f |Bi1 j1∩···∩Bip jp
)® C(n) ·κ · kn.

Absorbing C(n) and kn into the constants and using (11) we get

N2n+1δ( f )®
�

||Dk f ||Lp

δ

�n/k

+ 1,

and after a rescaling in δ this concludes the proof of Theorem 1.12 for functions
on a cube.

Plan of the paper. The paper is organized as follows. In Section 2 we state the
main preliminary facts about persistence modules and barcodes that are used
in the paper. In Section 3 we prove Theorem 3.1 providing subadditivity of the
bar counting function for persistence modules in a short exact sequence. This
is a key technical result that appears to be novel in the theory of persistence
modules. In Section 4 we discuss multiscale polynomial approximation of a
function on a dyadic partition of the cube and estimate the bar counting function
in terms of the number of sets in the partition. In Section 5 we prove Theorem
1.12 in the case of the cube by constructing such an approximation with the
number of sets controlled by a suitable Sobolev norm. Then we extend the
argument to the general case by triangulation. The proofs of the coarse Courant
and Bézout theorems are presented in Section 6. In Section 7 we prove Theorem
1.10 showing that our main results are essentially sharp. In Section 8 we show
that the coarse nodal estimate for the product of two functions can be deduced
from the coarse Bézout using the Mayer–Vietoris sequence. Finally, in Appendix
A the proof of a more precise version of the Morrey–Sobolev theorem (Theorem
5.3) is provided for the convenience of the reader.

2. PRELIMINARIES ON PERSISTENCE MODULES AND BARCODES

2.1. Persistence modules and barcodes. We review the basics of the persis-
tence theory which we use. For a detailed account see [24, 59, 62].

Definition 2.1. A persistence module (V,π) over a field K consists of a family
of vector spaces Vt , t ∈ R over K together with linear maps πs,t : Vs→ Vt defined
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for all s ≤ t, called structure maps, which satisfy πt,t = idVt
for all t ∈ R as well

as πs,t ◦πr,s = πr,t for all r ≤ s ≤ t.

We often abbreviate (V,π) to V. The example of most interest for us is the
following. Let f : X → R be a function on a Hausdorff topological space. Define
Vk( f )t = Hk({ f ≤ t}) and πs,t = (is,t)∗, where is,t : { f ≤ s} → { f ≤ t} are
inclusions and Hk denotes singular homology in degree k with coefficients in a
field K.

Definition 2.2. A morphism of persistence modules φ : (V,πV ) → (W,πW ) is
a family of linear maps φt : Vt → Wt , t ∈ R such that for all s ≤ t it holds
πW

s,t ◦φs = φt ◦πV
s,t .

Given a morphism of persistence modules φ, we may define kerφ and imφ
as persistence modules by taking kernels and images for each t ∈ R. More
precisely, (kerφ)t = ker(φt),π

kerφ
s,t = πV

s,t |kerφs
and similarly for imφ. We define

persistence submodules, quotients and direct sums in a similar way, pointwise
for each t ∈ R. In the above example of a function f : X → R, we denote
V ( f ) = ⊕kVk( f ).

In order to have a rich theory, additional conditions are often placed on per-
sistence modules. To this end, a persistence module V is called pointwise finite-
dimensional if for all t ∈ R, dim Vt < ∞. Going back to our main example,
if we take X to be a smooth, compact manifold and f : X → R a smooth
Morse function, basic results of Morse theory tell us that V ( f ) is pointwise finite-
dimensional. Pointwise finite-dimensional modules have simple structure, as we
will now explain. By an interval I ⊂ R we mean any connected subset.

Definition 2.3. For an interval I ⊂ R, define the interval persistence module KI
as

(KI)t =

�

K, if t ∈ I
0, otherwise

, πKI
s,t =

�

idK, if s, t ∈ I
0, otherwise

.

Definition 2.4. A barcodeB is a multiset of intervals with finite multiplicities.

Theorem 2.5 (Structure theorem). To every pointwise finite-dimensional persis-
tence module (V,π) corresponds a unique barcodeB(V ) such that

(π, V )∼= ⊕I∈B(V )(KI ,π
KI ).

Structure theorem in stated generality was proven in [27]. In the modern
theory of persistence, structure theorem first appeared in [32, 80]. A version
of the theorem was also proven in [9] using different language. However, as
noticed in [11], the notion of a barcode can be traced back to the works of
Morse. Namely, in [56] Morse defines notions of a cap and a cap height which
is equivalent to the endpoint of a bar as well as a notion of a cap span which is
equivalent to the length of the corresponding bar.
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Given a persistence module (V,π), it will be convenient to call a point t ∈ R
spectral for V if t is an endpoint of a bar in B(V ). The spectrum Spec(V ) of V
is the set of the points t ∈ R, which are spectral for V.

One of the most important features of barcodes is the fact that they behave
in a stable manner with respect to perturbations of persistence modules. This
stability is a part of the metric theory which we now present.

We use 〈a, b〉 to denote any of the intervals (a, b), (a, b], [a, b), [a, b]. Two
barcodesB1 andB2 are ε-matched, ε > 0, if after erasing certain bars of length
< 2ε from each of them, there exists a bijection Φ between remaining bars,
which satisfies

Φ(〈a, b〉) = 〈c, d〉 ⇒ |a− c|, |b− d|< ε.
Intuitively, an erased bar is matched with an empty bar at its center. Thus, ε-
matching can be thought of as a matching up to an error ε at the endpoints. The
bottleneck distance between barcodes is defined as

dbot t le(B1,B2) = inf{ε | B1,B2 are ε-matched}.

It is not difficult to check that dbot t le is a pseudometric. The persistence counter-
part of this distance is defined as follows. For ε > 0 and a persistence module V ,
denote by V [ε] the persistence module given by V [ε]t = Vt+ε, π

V [ε]
s,t = π

V
s+ε,t+ε.

A pair of morphisms φ : V →W [ε],ψ : W → V [ε] is called an ε-interleaving if
for all t ∈ R, ψt+ε ◦φt = πV

t,t+2ε,φt+ε ◦ψt = πW
t,t+2ε. If such a pair of morphisms

exists V and W are said to be ε-interleaved. The interleaving distance between
two persistence modules is defined as

dinter(V, W ) = inf{ε | V, W are ε-interleaved}.

Again, it is not difficult to check that dinter is a pseudometric. The following
result is one of the cornerstones of the theory of persistence modules and bar-
codes.

Theorem 2.6 (Isometry theorem). For two pointwise finite-dimensional persis-
tence modules V and W it holds

dinter(V, W ) = dbot t le(B(V ),B(W )).

The isometry theorem is due to [22, 25, 51], see [10] for a detailed history.
In the case of a persistence module coming from a function, we abbreviate
B(Vk( f )) to Bk( f ) and B(V ( f )) to B( f ). As an immediate corollary of the
isometry theorem, we obtain the following statement [25].

Theorem 2.7 (Stability theorem). Assume that f , g : X → R are such that
Vk( f ), Vk(g) are pointwise finite-dimensional. Then

dbot t le(B(Vk( f )),B(Vk(g)))≤ dC0( f , g).
17



Proof. Inclusions { f ≤ t} ⊂ {g ≤ t + dC0( f , g)} ⊂ { f ≤ t + 2dC0( f , g)} induce a
dC0( f , g)-interleaving between Vk( f ) and Vk(g), which together with Theorem
2.6 finishes the proof. �

Remark 2.8. For convenience, we will sometimes use Čech homology instead
of singular homology, see Proposition 2.12 and the discussion preceeding it.
Stability theorem continues to hold with the same proof.

2.2. Bar counting function. We say that a persistence module is a finite bar-
code module if it is pointwise finite-dimensional and its barcode is finite. Let
δ > 0 and V a finite barcode module. We define Nδ(V ) to be the number of
bars, counting multiplicities, of length > δ inB(V ). We also use Nδ(B) for an
arbitrary barcode as well as Nk,δ( f ) =Nδ(Bk( f )) and Nδ( f ) =Nδ(B( f )).

Our results concernNδ of persistence modules which are not necessarily finite
barcode modules. This is justified by the fact that we only consider continuous
objects such as functions or sections, defined on fairly regular spaces, such as
compact manifolds with corners. Indeed, for such a space X , the set of continu-
ous functions f such that B( f ) is finite is dense in (C0(X ), dC0). Hence, due to
stability theorem, the 1-Lipschitz function f →B( f ) extends to C0(X ), taking
values in the completion of the space of finite barcodes with respect to dbot t le.
This completion consists exactly of all barcodesB such that for all δ > 0,Nδ(B)
is finite, see [24, Theorem 5.21] and [50, Proposition 22].

Alternatively, we may argue that on our spaces of interest, for each f ∈
C0(X ), V ( f ) is a q-tame persistence module.

Definition 2.9. A persistence module is called q-tame if for all s < t,πs,t has
finite rank.

The structure and isometry theorems carry over to this generality with minor
modifications, see [23] and references therein. If the set of functions whose asso-
ciated persistence module is pointwise finite-dimensional is dense in (C0(X ), dC0),
then V ( f ) is q-tame for all f ∈ C0(X ). This is for instance the case when X is a
compact manifold with corners. Indeed, for fixed s < t, we may find a C0-small
perturbation g of f such that V (g) is pointwise finite-dimensional and for some
ε > 0, { f ≤ s} ⊂ {g ≤ s + ε} ⊂ { f ≤ t}. This implies that πV ( f )

s,t factors through
V (g)s+ε which is finite-dimensional and hence V ( f ) is q-tame. Moreover, if f is
a continuous function on a compact Hausdorff space such that V ( f ) is q-tame,
then Nδ( f ) is finite, as explained in [11].

Let us mention that the finiteness ofNδ has been studied already by Morse, see
[56, Theorem 7.5,Corollary 10.2]. Moreover, in the same work, Morse observed
the relevance of the condition of q-tameness, see [56, Theorem 6.3]. We refer
the reader to [11] for further connections of Morse’s works to the modern theory
of persistence.
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Remark 2.10. There is a slight ambiguity in the two extensions ofNδ( f ) to con-
tinuous functions we just presented. Namely, dbot t le is only a pseudometric, so
in order to define the completion, we need to consider the quotient space of
barcodes, with respect to a relation B1 ∼B2 if and only if dbot t le(B1,B2) = 0.
This amounts to ignoring bars of length zero as well as identifying bars with dif-
ferent conventions on endpoints (open, closed and half-open). Manifestly, for
δ > 0, Nδ is well-defined on this quotient and on the resulting completion. On
the side of persistence modules, one should regard q-tame modules as objects in
the observable category. Informally, this category ignores all the features which
do not persist over non-zero time, see [23] for details. Again, for δ > 0, Nδ is
well-defined in the observable category.

Remark 2.11. Defining V∗( f )t to be H∗({ f ≤ t}) instead of H∗({ f < t}) is a
matter of convention which does not affect Nδ( f ). Namely, if we set �V∗( f )t =
H∗({ f < t}) it immediately follows that dinter(V ( f ),�V ( f )) = 0 since for each
ε > 0, { f < t} ⊂ { f ≤ t + ε} ⊂ { f < t + 2ε}. By the isometry theorem
dbot t le(B(�V ( f )),B(V ( f ))) = 0 and hence Nδ(�V ( f )) =Nδ(V ( f )) for all δ > 0.

It will be useful for us to work with homology theories other than singular
homology. Namely, in Sections 4 and 5 we use Mayer-Vietoris sequence for com-
pact sets which exists in Čech homology (see [34, Chapters IX, X and Theorem
I.15.3] and [29, Appendix A]). Recall that Čech homology is the inverse limit
of the homology of nerves of open covers, where the covers are partially or-
dered via refinement. This change of convention is justified as follows. Let
V̌∗( f )t = Ȟ∗({ f ≤ t}) where Ȟ∗ denotes Čech homology with coefficients in K.
From the discussion above it follows that in all cases we consider, for a contin-
uous function f , V̌∗( f )t is q-tame and in fact Nδ(V̌∗( f )) is finite. Moreover, the
following holds.

Proposition 2.12. Let M be a compact manifold, possibly with boundary, and
f : M → R a continuous function. For all δ > 0, k ∈ Z it holds Nδ(V̌k( f )) =
Nδ(Vk( f )).

Proof. It is enough to prove the proposition for a smooth function. Indeed, due
to stability theorem, for f ∈ C0(M) and δ > 0,Nδ(V̌k( f )) = limn→∞Nδ(V̌k( fn)),

Nδ(Vk( f )) = limn→∞Nδ(Vk( fn)) for a sequence of smooth functions fn
C0

−→ f .
Thus, let us assume that f is smooth.

We will show that dinter(V̌k( f ), Vk( f )) = 0. Let ε > 0, t ∈ R and t ′ ∈ (t, t + ε)
a regular value of f . Then { f ≤ t ′} is a CW-complex and hence there is an
isomorphism It ′ : Ȟk({ f ≤ t ′})→ Hk({ f ≤ t ′}), see [34, Theorem IX.9.3] (see
also [29, Appendix A], [47], [53, Chapter 15.2], [54]). Define φ : V̌k( f ) →
Vk( f )[ε] as φt = πt ′,t+ε ◦ It ′ ◦πt,t ′ . Due to naturality of I , φt does not depend on
the choice of t ′. We define ψ : Vk( f )→ V̌k( f )[ε] in the same way, by replacing
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I with I−1. Naturality of I implies that φ and ψ define an ε-interleaving which
finishes the proof. �

In the rest of the paper we will denote Nδ(V ( f )), Nδ(�V ( f )) and Nδ(V̌ ( f ))
all by Nδ( f ), while specifying which conventions are used.

As expained in Remark 2.11 and Proposition 2.12, different conventions for
filtration or choices of homology theory do not influence the bar counting func-
tionNδ. However, when we discuss algebraic properties of persistence modules,
it will be useful to fix certain conventions for simplicity and clarity. To this end
we call a persistence module bounded from the left if there exists t0 ∈ R such
that Vt = 0 for all t < t0. A persistence module is called upper semi-continuous
if the canonical map Vt → lims>t Vs to the inverse limit of the system formed
by the Vs for s > t (and the associated structure maps) is an isomorphism for
all t ∈ R. A q-tame, bounded from the left, upper semi-continuous persistence
module (V,π) has a direct product decomposition

(13) (V,π)∼= ΠI∈B(V )(KI ,π
KI ),

which is a genuine isomorphism (not only an isomorphism in the observable cat-
egory), see [66] for details. Moreover, all bars in the above barcode are of the
form [a, b) or [a,+∞), a, b ∈ R. We also note that for a continuous function
f : X → R on a compact Hausdorff space X , V̌∗( f ) is bounded from the left,
upper semi-continuous, see [66], and assuming it is q-tame, it also has bounded
spectrum. Therefore, this generality would suffice for our considerations in Sec-
tions 4 and 5. However, we choose to work in slightly larger generality, which
is more natural for our algebraic techniques.

Definition 2.13. A persistence module V is called moderate if it is q-tame, upper
semi-continuous, has no intervals of the form I = (−∞, c) in its direct product
decomposition, and for all δ > 0, Nδ(V ) is finite.

The results [24, Theorem 5.21] and [50, Proposition 22] imply that the space
of moderate persistence modules is naturally isometric to the completion of the
space of finite barcode upper semi-continuous persistence modules bounded
from the left.

2.3. Tameness and regularization. We will use the following results in Section
3 below. First, we show that one can replace every exact sequence of q-tame or
finite barcode modules by a new exact sequence of upper semi-continuous q-
tame or finite barcode modules which are isomorphic to the given ones in the
observable category.

We call the functor P from the category of q-tame persistence modules to itself,
given by P(V ) = V+ with

(V+)t = lim
s>t

Vs
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the regularization functor. It is equipped with a natural transformation q : I → P
from the identity functor, which is given at an object V in the category by the
natural morphism qV : V → V+ induced by the persistence structure maps {πV

s,t}
of V. This natural transformation becomes an isomorphism after passing to the
observable category by [23]. In this language a q-tame persistence module V is
upper semi-continuous if and only if qV : V → V+ is an isomorphism.

Lemma 2.14. The regularization functor P is exact. If V is a q-tame persistence
module, then P(V ) is upper semi-continuous. If V is a finite barcode module, then
P(V ) is a finite barcode module.

Remark 2.15. More concretely, let

0→ A→ B→ C → 0

be a short exact sequence of q-tame (respectively finite barcode) modules. Then
there exists a new exact sequence

0→ A+→ B+→ C+→ 0

of upper semi-continuous q-tame (respectively finite barcode) modules, which
fits into the commutative diagram

0 // A

qA

��

// B

qB

��

// C

qC

��

// 0

0 // A+ // B+ // C+ // 0,

where all the vertical arrows induce isomorphisms in the observable category.

Proof. We first note that given t ∈ R, and a q-tame persistence module V we
may compute lims>t Vs by restricting s to lie in a countable cofinal directed subset
of (t,∞), for instance {t + 1/i}i≥1.

The fact that P : V 7→ V+ is a functor from the category of q-tame persis-
tence modules to itself is an easy verification. Indeed if V is q-tame, then so
is V+ by an argument involving composition of structure maps. Furthermore,
every morphism f : V →W of persistence modules induces a natural morphism
P( f ) = f+ : V+ → W+, since for every t ∈ R it yields a morphism of inverse
systems {Vs}s>t and {Ws}s>t (with suitable structure maps). Moreover it is an
easy computation with inverse limits that V+ is always upper semi-continuous.
Now observe that given t ∈ R, and a q-tame persistence module V, the inverse
system {Vs}s>t satisfies the Mittag-Leffler condition, see [24, p. 62]. Therefore if

0→ A→ B→ C → 0

is an exact sequence of q-tame persistence modules, then

0→ As→ Bs→ Cs→ 0
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is an exact sequence of inverse systems (indexed by s ∈ (t,∞)), and the inverse
limits of these systems still form an exact sequence. The exactness on the left
is automatic [73, Section 02MY], while the exactness on the right follows from
the Mittag-Leffler condition [73, Section 0594]. This exact sequence is

0→ (A+)t → (B+)t → (C+)t → 0,

from which it is easy to conclude that we obtained the exact sequence

0→ A+→ B+→ C+→ 0,

of q-tame persistence modules. In other words, P is an exact functor.
Finally, if V is a finite barcode module, then so is V+ since for every t which

is not spectral for V, Vt → (V+)t is a natural isomorphism, so t is not spectral for
V+. The proof is now finished by observing that rank(πV

s,s′) = rank(πV+
s,s′) for all

s, s′ not spectral for V, which implies thatN0(V ) =N0(V+). In fact, the barcodes
of V and V+ are related as follows: the bars are in bijection such that every bar
〈a, b〉 for V corresponds to the bar [a, b) for V+.

�

We will also need the following lemma.

Lemma 2.16. Let U → V →W be an exact sequence of persistence modules. If U
and W are q-tame then V is q-tame as well.

Proof. Let us fix s < t and show that πV
s,t has finite rank. We pick an arbitrary

s < s′ < t. The following diagram commutes

Ut
// Vt

Us′
//

πU
s′ ,t

OO

Vs′

πV
s′ ,t

OO

// Ws′

Vs
//

πV
s,s′

OO

Ws

πW
s,s′

OO

where horizontal maps are the maps of the exact sequence. Thus, the middle
row is exact and since U and W are q-tame, πU

s′,t and πW
s,s′ have finite rank. Now

[15, Lemma II.17.3] implies that πV
s,t = π

V
s′,t ◦π

V
s,s′ has finite rank as well. �

2.4. Künneth formula and duality. We describe Künneth formula for persis-
tence modules associated to continuous functions, slightly extending its version
from [63], see [17, 19, 36] for subsequent works.
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Let M be a compact manifold without boundary and f : M → R a continu-
ous function. As before, denote by �V∗( f )t = H∗({ f < t}). Due to lower semi-
continuity2 of �V∗( f ), the bars inB(�V∗( f )) are of the form (a, b] or (a,+∞) for
a, b ∈ R and moreover �V∗( f )∼= ⊕I∈B(�V∗( f ))KI , see [66] for details. Note that this
is a genuine isomorphism of persistence modules, while without the lower semi-
continuity assumption we would only have an isomorphism in the observable
category, as explained in Remark 2.10.

For a function f ∈ C0(M) on a closed manifold M set �Br( f ) = B(�Vr( f )).
Let �B fin

r ( f ) denote the sub-barcode of �Br( f ) consisting of all its finite bars.
Similarly �B inf

r ( f ) is the sub-barcode of �Br( f ) consisting of all its infinite bars.

Theorem 2.17 (Künneth formula). Let M1, M2 be two closed manifolds and f1 ∈
C0(M1), f2 ∈ C0(M2). The barcode of f1+ f2 ∈ C0(M1×M2) can be computed from
�B∗( f1) and �B∗( f2) as follows. For each pair of bars (a, b] ∈ �Bk1

( f1) and (c, d] ∈
�Bk2
( f2), there exists a pair of bars (a + c,min{a + d, b + c}] ∈ �Bk1+k2

( f1 + f2),
(max{a + d, b + c}, b + d] ∈ �Bk1+k2+1( f1 + f2). If b = +∞ or d = +∞ only the
first bar exists in �B( f1 + f2).

Proof. The theorem has been proven in [63] for Morse functions. To extend the
proof to continuous functions, it is enough to find C0-approximating sequences
of Morse functions and apply the stability theorem. �

We will also require the following duality statement for functions.

Proposition 2.18. Let M be a closed manifold of dimension n and f ∈ C0(M).
For every integer 0 ≤ r < n, the barcode �B fin

n−r−1(− f ) = {(I ′j, m′j)} of − f in de-
gree n − r − 1 and the barcode �B fin

r ( f ) = {(I j, m j)} of f in degree r are related
as follows: the two indexing sets agree, m′j = m j for all j, and if I j = (a j, b j]
then I ′j = (−b j,−a j]. Similarly, if �B inf

r ( f ) = {((ck,∞), mk)} then �B inf
n−r(− f ) =

{((−ck,∞), mk)}.

For convenience, we denote the situation described by this proposition by
�B fin

n−r−1(− f ) = −�B fin
r ( f ), �B

inf
n−r(− f ) = −�B inf

r ( f ).

Proof. For f a smooth Morse function this is well known. For instance, it is an
immediate application of [75, Proposition 6.7] for Γ = 0 applied to the Morse
complexes (see for example [67]) of f and − f with respect to the same Rie-
mannian metric ρ on M , such that ( f ,ρ) is Morse-Smale. For a general continu-
ous function f we pick a sequence fi of smooth Morse functions C0-converging
to f . Then by the isometry theorem we have the convergences �B fin

n−r−1(− fi) →
�B fin

n−r−1(− f ), �B fin
r ( fi) → �B fin

r ( f ) in the bottleneck distance. However, by the

2Similarly to the upper semi-continuity, a persistence module is called lower semi-continuous
if the canonical map colims<t Vs → Vt is an isomorphism for all t ∈ R.
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Morse case �B fin
n−r−1(− fi) = −�B fin

r ( fi) for all i, whence the result follows for fi-
nite bars. A similar argument applies in the case of infinite bars. �

3. SUBADDITIVITY OF THE BAR COUNTING FUNCTION

3.1. Subadditivity theorem. A crucial property of the bar counting function
which we prove and use in this paper is its subadditivity for persistence modules
in exact sequences. More precisely, the following theorem holds.

Theorem 3.1. Let U → V → W be an exact sequence of moderate persistence
modules. Then for every δ > 0 the following inequality holds:

N2δ(V )≤Nδ(U) +Nδ(W ).

Remark 3.2. In particular, Theorem 3.1 applies to finite barcode modules which
are upper semi-continuous and bounded from the left (upper semi-continuity
can in fact be dropped by an application of Lemma 2.14).

On a different note, we expect that the same statement should hold for U , V, W
being arbitrary q-tame persistence modules. However, this generality is not nec-
essary for us in this paper.

In this section we present a proof of Theorem 3.1 as well as its extension
which takes into account the positions of the starting points of bars. This is
a key technical tool from the theory of persistence modules and barcodes. It
allows us to make local-to-global estimates which are crucial for the multiscale
argument in the proof of the main technical result, Theorem 1.12.

3.2. Proof of Theorem 3.1. The main technical result we will need is the fol-
lowing proposition.

Proposition 3.3. Let
0→ A→ B→ C → 0

be a short exact sequence of finite barcode modules bounded from the left. Then for
every δ ≥ 0,

N2δ(B)≤Nδ(A) +Nδ(C).
Moreover,

Nδ(A)≤Nδ(B),
Nδ(C)≤Nδ(B).

We defer proving Proposition 3.3 and first show how it implies Theorem 3.1.
Recall that for a persistence module V and a real number a ∈ R, the shift V [a]

of V by a is defined as
V [a]t = Va+t .

If a ≥ 0, there is a canonical shift morphism

sha,V : V → V [a]
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given by
(sha,V )t = π

V
t,a+t : Vt → Va+t = V [a]t

for πV
s,t : Vs → Vt , s ≤ t the structure maps of the persistence module V. Denote

by V (a) = im(sha,V ).

Lemma 3.4. Let V be a moderate persistence module. For all δ > 0, V (δ) is a finite
barcode module and Nδ(V ) =N0(V (δ)).

Proof. For I = [a, b)we have that if b−a > δ,K(δ)I =KI (δ) where I (δ) = [a, b−δ)
and K(δ)I = 0 otherwise. Due to barcode decomposition (13), we have that
V (δ) ∼= ΠIK

(δ)
I , the product going over all I ∈ B(V ) of length greater than δ.

Since Nδ of a moderate persistence module is finite, this product is finite and
the claim follows. �

We will also require the following auxiliary results. Recall that for a q-tame
persistence module U , we denote by U+ its upper semi-continuous regulariza-
tion, defined in Section 2.3.

Lemma 3.5. Let i : U → V be an injection of q-tame persistence modules, such
that V is upper semi-continuous. Then the natural map qU : U → U+ is injective.

Proof. The maps i, qU , the induced map i+ : U+ → V+, and the natural map
qV : V → V+, which is an isomorphism, fit into the commutative diagram:

U

qU

��

i // V

qV

��
U+

i+ // V+.

Now qV ◦ i = i+ ◦ qU is injective, and therefore qU is injective. �

Lemma 3.6. Let f : A→ B be a morphism of moderate persistence modules. Then
ker( f ) and im( f ) are moderate persistence modules.

Remark 3.7. We can complete the proof of Theorem 3.1 using either one of
ker( f ) or im( f ) being moderate. We include both statements in the lemma for
the sake of completeness, and opt to use the latter one in our exposition.

Proof. Let K = ker( f ) and J = im( f ). These are q-tame persistence modules,
as submodules of q-tame persistence modules. They fit into the exact sequence

0→ K → A→ J → 0.

Let us prove that K , J are upper semi-continuous.
First, K , J are submodules of upper semi-continuous q-tame modules. By

Lemma 3.5 these two facts imply that the natural maps qK : K → K+ and
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qJ : J → J+ are injective. It remains to show that they are surjective. By Lemma
2.14 or Remark 2.15 we have an induced short exact sequence

0→ K+→ A+→ J+→ 0

of q-tame persistence modules which fits into the commutative diagram

0 // K

qK

��

// A

qA

��

// J

qJ

��

// 0

0 // K+ // A+ // J+ // 0.

Now the surjectivity of both qK and qJ is a quick diagram chase. For instance,
let t ∈ R and y+ ∈ (J+)t . Then there exists x+ ∈ (A+)t which maps to y+. Then,
since qA is an isomorphism, x+ = (qA)t(x) for some x ∈ At . Let x map to y ∈ Jt .
Then qJ(y) = y+ by the commutativity of the right square.

Moreover it is easy to show that Nδ(K),Nδ(J) are finite for all δ > 0 for
instance by the same argument as for Lemma 3.4. Finally, their barcodes do not
contain negative rays since those of A, B do not. This finishes the proof. �

Lemma 3.8. Proposition 3.3 remains true for δ > 0 if we only assume that A, B
and C are moderate.

Proof. We first prove the moreover part of the proposition. Denote the maps in
the exact sequence by

0→ A
φ
−→ B

ψ
−→ C → 0

One readily checks that φ(δ) = φ[δ]|A(δ) : A(δ) → B(δ) is injective, while ψ(δ) =
ψ[δ]|B(δ) : B(δ)→ C (δ) is surjective. We may complete these maps to short exact
sequences

0→ A(δ)
φ(δ)

−−→ B(δ)→ cokerφ(δ)→ 0, 0→ kerψ(δ)→ B(δ)
ψ(δ)

−−→ C (δ)→ 0.

Persistence modules in these sequences are finite barcode modules bounded
from the left and hence Proposition 3.3 implies that N0(A(δ)) ≤ N0(B(δ)) and
N0(C (δ)) ≤ N0(B(δ)). These inequalities together with Lemma 3.4 finish the
proof of the moreover part.

Now, let us fix a decomposition of B as in (13) and let B′ be a submodule of
B obtained by taking only summands corresponding to bars of length greater
than 2δ. Then B′ is a finite barcode module such thatN2δ(B′) =N2δ(B) and we
consider a short exact sequence

0→ X
f
−→ B′

g
−→ Y → 0,

where X = φ−1(B′), Y = ψ(B′), f = φ|X , g = ψ|B′ . Note that B′ is a finite bar-
code module bounded from the left, and hence so are X and Y as its submodule
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and quotient module respectively. Indeed, X and Y are pointwise finite dimen-
sional, and therefore have barcode normal forms. Then their barcodes are finite
by a local calculation and evidently bounded from the left.

Hence, we may apply Proposition 3.3 to obtain

N2δ(B) =N2δ(B
′)≤Nδ(X ) +Nδ(Y ).

Furthermore, since X is a submodule of A and Y is a submodule of C , the more-
over part which we already proved implies thatNδ(X )≤Nδ(A),Nδ(Y )≤Nδ(C)
which finishes the proof. �

Proof of Theorem 3.1. Denote the maps in the exact sequence by

U
f
−→ V

g
−→W

and consider the induced exact sequence

0→ im( f )→ V → im(g)→ 0.

By Lemma 3.6 im( f ), im(g) are moderate. Now by Proposition 3.3 and Lemma
3.8 we obtain that

Nδ(im( f ))≤Nδ(U),
Nδ(im(g))≤Nδ(W ),

since f : U → im( f ) is surjective and the inclusion im(g)→W is injective. Now
by Proposition 3.3 and Lemma 3.8 again, we obtain

N2δ(V )≤Nδ(im( f )) +Nδ(im(g))≤Nδ(U) +Nδ(W ).
�

Before we proceed with the proof of Proposition 3.3, we require a few prepara-
tory notions and results. We start with the following key definition.

Definition 3.9. For two morphisms

f : X → Y, f ′ : X ′→ Y ′

of persistence modules, we say that f , f ′ are (δ1,δ2;δ′1,δ′2)-close if there are
(δ1,δ2)-interleavings

pX : X → X ′[δ1], qX : X ′→ X [δ2],

qX [δ1] ◦ pX = shδ1+δ2,X , pX [δ2] ◦ qX = shδ1+δ2,X ′ , and

pY : Y → Y ′[δ1], qY : Y ′→ Y [δ2],

qY [δ1]◦pY = shδ1+δ2,Y , pY [δ2]◦qY = shδ1+δ2,Y ′ , such that the following condition
holds:

shδ′1,Y ′[δ1] ◦ (pY ◦ f − f ′[δ1] ◦ pX ) = 0,(14)

shδ′2,Y [δ2] ◦ (qY ◦ f ′ − f [δ2] ◦ qX ) = 0.
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In other words im(pY ◦ f − f ′[δ1]◦pX ) and im(qY ◦ f ′− f [δ2]◦qX ) are respectively
δ′1/2 and δ′2/2-close to 0 in the bottleneck distance.

We prove the following lemma.

Lemma 3.10. If f , f ′ are (δ1,δ2;δ′1,δ′2)-close then their cokernels coker( f ), coker( f ′)
are (δ1 +δ′1,δ2 +δ′2)-interleaved.

Proof. Set C = coker( f ), C ′ = coker( f ′) and let π = πC : Y → C ,π′ = πC ′ :
Y → C ′ be the natural projections.

We will first construct the interleavings

pC : C → C ′[δ1 +δ
′
1], qC : C ′→ C[δ2 +δ

′
2],

and then show that they satisfy the interleaving identities

qC[δ1 +δ
′
1] ◦ pC = shδ,C ,

pC[δ2 +δ
′
2] ◦ qC = shδ,C ′

for
δ = δ1 +δ

′
1 +δ2 +δ

′
2.

Note that to construct pC : C → C ′[δ1+δ′1], it is enough to construct epC : Y →
C ′[δ1 +δ′1] such that epC ◦ f = 0. Set epC = π′[δ1 +δ′1] ◦ shδ′1,Y ′[δ1] ◦ pY .

Then by condition (14)

ep◦ f = π′[δ1+δ
′
1]◦(shδ′1,Y ′[δ1]◦ pY ◦ f ) = π′[δ1+δ

′
1]◦(shδ′1,Y ′[δ1]◦ f ′[δ1]◦ pX ) =

= (π′[δ1 +δ
′
1] ◦ shδ′1,Y ′[δ1]) ◦ f ′[δ1] ◦ pX = shδ′1,C ′[δ1] ◦π

′[δ1] ◦ f ′[δ1] ◦ pX = 0,

since π′[δ1] ◦ f ′[δ1] = 0 by definition of cokernel. This yields our desired map
pC . The map qC is constructed similarly.

Now let us check that qC[δ1+δ′1]◦pC = shδ,C , where δ = δ1+δ′1+δ2+δ′2. It is
enough to check that qC[δ1+δ′1]◦epC = πC[δ]◦ shδ,Y = shδ,C ◦πC . Indeed, note
that epC = pC◦πC so we would get that the desired identity qC[δ1+δ′1]◦pC = shδ,C
holds on the image of πC , which is surjective, so it holds in general.

In turn, it is now enough to calculate that

πC[δ] ◦ shδ′2,Y [δ1+δ′1+δ2] ◦ (qY [δ1 +δ
′
1] ◦ shδ′1,Y ′[δ1]) ◦ pY =

= πC[δ] ◦ (shδ′2,Y [δ1+δ′1+δ2] ◦ shδ′1,Y [δ1+δ2]) ◦ (qY [δ1] ◦ pY ) =
= πC[δ] ◦ shδ′1+δ′2,Y [δ1+δ2] ◦ shδ1+δ2,Y = πC[δ] ◦ shδ,Y .

�

For a finite barcode module V, let N(V ) = N0(V ) denote the total number
of bars of positive length in the barcode of V. If V is in addition upper semi-
continuous, N(V ) is equal to the total number of bars in its barcode, since there
are no bars of length zero.
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Lemma 3.11. Let
0→ A→ B→ C → 0

be a short exact sequence of finite barcode modules bounded from the left. Then

N(B)≤ N(A) + N(C).

Moreover,
N(A)≤ N(B),
N(C)≤ N(B).

Proof. We apply Lemma 2.14 to assume that A, B, C are upper semi-continuous.
Observe that for an upper semi-continuous persistence module V bounded

from the left the number N(V ) of bars in the barcode of V is equal to the number
of left endpoints of bars for V. The number K(V ) of finite bars in the barcode
of V is equal to the number of (finite) right endpoints of bars for V. Finally, set
I(V ) for the number of infinite bars in the barcode of V.

If ε > 0 is smaller than the minimal gap in the spectrum of V, then for every
spectral point x of V the number N(V, x) of bars starting at x satisfies:

N(V, x) = dim L(V, x),

L(V, x) = coker(πV
x−ε,x+ε : Vx−ε→ Vx+ε),

where πV
s,t : Vs → Vt for s ≤ t are the structure maps of the persistence module

V. Similarly, the number of bars K(V, x) ending at x satisfies:

K(V, x) = dim R(V, x),

R(V, x) = ker(πV
x−ε,x+ε : Vx−ε→ Vx+ε).

Now, in the setting of our short exact sequence, let ε > 0 be smaller than
the minimal gap in the union of the spectra of A, B, C . Let x be a spectral point
for A, B, or C . Then applying the snake lemma to the following commutative
diagram

0 // Ax−ε

πA
x−ε,x+ε

��

// Bx−ε

πB
x−ε,x+ε

��

// Cx−ε

πC
x−ε,x+ε

��

// 0

0 // Ax+ε
// Bx+ε

// Cx+ε
// 0

yields the exact sequences of cokernels

L(A, x)→ L(B, x)→ L(C , x)→ 0

and kernels
0→ R(A, x)→ R(B, x)→ R(C , x).

To prove the first statement, we let x be spectral for B and calculate dimensions
for the cokernel exact sequence. This yields

N(B, x)≤ N(A, x) + N(C , x).
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Summing over all spectral points x for B, we obtain

N(B)≤ N(A) + N(C),

as desired.
To prove the moreover part we first suppose that x is spectral for C and com-

pute dimensions for cokernels to obtain

N(B, x)≥ N(C , x)

and sum up over all such x to get N(B)≥ N(C).
Then we suppose that x is spectral for A and compute dimensions for kernels

to get
K(A, x)≤ K(B, x).

Summing up over all such x we obtain that K(A)≤ K(B). However, the numbers
of infinite bars in A, B, C satisfy

I(B) = I(A) + I(C)≥ I(A),

hence
N(A)≤ N(B).

This finishes the proof. �

Now we are ready to proceed to the proof of the main proposition.

Proof of Proposition 3.3. We first apply Lemma 2.14 to assume that A, B, C are
upper semi-continuous.

To prove the moreover part it suffices to notice that for a persistence module
V and δ ≥ 0,

Nδ(V ) = N(V (δ))
for V (δ) = im(shδ,V ). Now in our situation A(δ)→ B(δ) is injective and B(δ)→ C (δ)

is surjective, hence by the moreover part of Lemma 3.11 we obtain the desired
inequality.

This motivates our approach to the main part of the proposition: we reduce
it to Lemmas 3.11 and 3.10 by a suitable key construction.

Inspired by [71, Section 8] we let

0→ R
j
−→ G→ C → 0

be a projective resolution of C given by resolving every finite elementary module
K[a, b) in a normal form decomposition of C by

0→K[b,∞)→K[a,∞)→K[a, b)→ 0.

Observe that in view of the theory of extension groups, B considered as an
extension of C by A is obtained from a homomorphism

g : R→ A.
30



Namely
B ∼= coker( j ⊕ g),

for the monomorphism
j ⊕ g : R→ G ⊕ A

of persistence modules.
The key construction in this proof reduces Proposition 3.3 to Lemmas 3.11

and 3.10. We proceed as follows.
Let A′, C ′ be the submodules of A, C obtained by erasing all direct summands

in the normal form decompositions of A, C corresponding to bars [a, b) of length
b− a ≤ δ. Let

p : A→ A′, i : A′→ A

be the natural projection and injection.
Observe that A, A′[δ] are (0,δ)-interleaved. Indeed

ρ = p[δ] ◦ shδ,A : A→ A′[δ]

σ = i[δ] : A′[δ]→ A[δ]
provides a (0,δ)-interleaving.

Consider the projective resolution

0→ R′
j′
−→ G→ C ′→ 0

of C ′, where R′
j′
−→ G is obtained from R

j
−→ G by keeping every direct summand

K[b,∞)→K[a,∞) corresponding to a bar [a, b) of length > δ, and changing
every summand K[b,∞)→ K[a,∞) corresponding to a bar of length ≤ δ to
K[b′,∞)→K[a,∞) for b′ = a.

Note that there are natural maps

µ : R→ R′, ν : R′→ R[δ].

They provide a (0,δ)-interleaving.
Let us now construct an extension

0→ A′[δ]→ B′→ C ′→ 0

of C ′ by A′[δ] by considering homomorphism

g ′ : R′→ A′[δ]

defined as the composition

R′
ν
−→ R[δ]

g[δ]
−−→ A[δ]

p[δ]
−−→ A′[δ]

and setting
B′ = coker( j′ ⊕ g ′),

for the map j′ ⊕ g ′ : R′→ G ⊕ A′[δ].
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By Lemma 3.11 we obtain

N(B′)≤ N(A′[δ]) + N(C ′) =Nδ(A) +Nδ(C).

It is therefore sufficient to prove that

N(B′)≥N2δ(B),

which would follow directly from the isometry theorem if B′ and a shift B[a] of
B for suitable a ∈ R are δ-interleaved.

This indeed holds by Lemma 3.10 combined with the following statement.

Lemma 3.12. The maps j ⊕ g : R → G ⊕ A and j′ ⊕ g ′ : R′ → G ⊕ A′[δ] are
(0,δ; 0,δ)-close.

Proof. Indeed, let us first prove that the following diagram is commutative:

R

µ

��

j⊕g // G ⊕ A

id⊕ρ

��
R′

j′⊕g ′ // G ⊕ A′[δ]

Indeed
(id⊕ρ) ◦ ( j ⊕ g) = j ⊕ p[δ] ◦ shδ,A ◦ g

and
( j′ ⊕ g ′) ◦µ= j′ ◦µ⊕ g ′ ◦µ= j ⊕ p[δ] ◦ g[δ] ◦ ν ◦µ,

however g[δ] ◦ ν ◦ µ = g[δ] ◦ shδ,R = shδ,A ◦ g, which finishes the first part of
the proof.

Now consider the diagram:

R′

ν

��

j′⊕g ′ // G ⊕ A′[δ]

shδ,G⊕σ

��
R[δ]

j[δ]⊕g[δ]// G[δ]⊕ A[δ]

Let us prove that it commutes up to δ in the sense that

shδ,G[δ]⊕A[δ] ◦ (shδ,G ⊕σ) ◦ ( j′ ⊕ g ′) = shδ,G[δ]⊕A[δ] ◦ ( j[δ]⊕ g[δ]) ◦ ν.

Let us establish this component-wise. The first components coincide since

shδ,G[δ]◦ j[δ]◦ν= shδ,G[δ]◦ j′[δ]◦µ[δ]◦ν= shδ,G[δ]◦ j′[δ]◦shδ,R′ = shδ,G[δ]◦shδ,G◦ j′.

The second components coincide since

shδ,A[δ]◦σ◦g ′ = shδ,A[δ]◦σ◦p[δ]◦g[δ]◦ν= (σ◦ρ)[δ]◦g[δ]◦ν= shδ,A[δ]◦g[δ]◦ν.
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This finishes the proof of the lemma.
�

Now by Lemma 3.10, B = coker( j ⊕ g) and B′ = coker( j′ ⊕ g ′) are (0,2δ)-
interleaved and hence B and B′[−δ] are δ-interleaved. This finishes the proof.

�

3.3. Subadditivity with controlled endpoints. We will later require the fol-
lowing sharpening of Proposition 3.3 and Theorem 3.1, which is proven using
similar methods. For a persistence module V, δ ≥ 0, and a subset X ⊂ R denote
by

Nδ(V, X )
the number of bars of length > δ in the barcode of V, which start at a point of X .
Recall that for another subset Y ⊂ R, one denotes X+Y = {x+ y| x ∈ X , y ∈ Y }.

Theorem 3.13. Let
0→ A→ B→ C → 0

be a short exact sequence of moderate persistence modules. Then for every Z ⊂ R,
δ > 0,

N2δ(B, Z)≤Nδ(A, Z + [−δ,δ]) +Nδ(C , Z + [−2δ, 0]),
and moreover

Nδ(C , Z)≤Nδ(B, Z).

The following consequence shall be of use in Section 8. Set

(15) N 0
δ
(V ) =Nδ(V, {0}).

Call a persistence module V non-negatively supported if Vt = 0 for all t < 0.

Corollary 3.14. Suppose that U
f
−→ V

g
−→W is an exact sequence of non-negatively

supported moderate persistence modules. Then

N 0
2δ(V )≤Nδ(U , [0,δ]) +N 0

δ
(W ).

Let us now prove Theorem 3.13 and Corollary 3.14 by a couple extra argu-
ments similar to those in Section 3.2.

Proof of Theorem 3.13. Let δ > 0, Z ⊂ R. We first prove the moreover part. We
proceed like in the proof of Proposition 3.3, the only difference being the addi-
tional observation that

Nδ(V, Z) = N(V (δ)[δ], Z)

and that the moreover part holds for finite barcode modules. The latter state-
ment holds by summing up the local inequality N(B, x)≥ N(C , x) over all x ∈ Z
which are spectral for C .
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To prove the main inequality, as in the proof of Proposition 3.3, we first sup-
pose that A, B, C are finite barcode modules and observe that for all Z ⊂ R,

N0(B, Z)≤N0(A, Z) +N0(C , Z).

This follows by summing up the local inequality N(B, x) ≤ N(A, x) + N(C , x)
over all x ∈ Z which are spectral for B.

Let 0→ A′[δ]→ B′ → C ′ → 0 be the exact sequence introduced in the proof
of Proposition 3.3, where we showed that the modules B and B′ are (0, 2δ)-
interleaved. Since this is equivalent to B and B′[−δ] being δ-interleaved, this
means that after erasing certain bars of length < 2δ from the barcodes B(B),
B(B′), there is a bijection Φ :Bδ(B)→Bδ(B′) between the resulting barcodes
Bδ(B),Bδ(B′), such that Φ(〈a, b〉) = 〈c, d〉 implies c ∈ {a} + [−2δ, 0], d ∈
{b}+ [−2δ, 0]. This yields

N2δ(B, Z)≤N0(B
′, Z + [−2δ, 0]).

In turn

N0(B
′, Z + [−2δ, 0])≤N0(A

′[δ], Z + [−2δ, 0]) +N0(C
′, Z + [−2δ, 0]) =

=Nδ(A, Z + [−δ,δ]) +Nδ(C , Z + [−2δ, 0]).
Now for A, B, C moderate, we pass to the short exact sequence

(16) 0→ X ′→ B′→ Y ′→ 0

where B′ is defined as in the proof of Lemma 3.8. In particular N2δ(B, Z) =
N2δ(B′, Z). We define X ′, Y ′ as follows. Observe first that there is a natural map
pB : B → B′. Let L′ = ker(pB). This is a submodule of B. Let M ′ = ψ(L′) and
K ′ = φ−1(L′). These are submodules of C and A respectively. In total we obtain
the diagram of short exact sequences

0 // K ′

iA

��

// L′

iB

��

// M ′

iC

��

// 0

0 // A // B // C // 0,

where the vertical maps iA, iB, iC , are the natural inclusions. Setting X ′ = coker(iA),
Y ′ = coker(iC) and noting that B′ ∼= coker(iB) by construction, the snake lemma
produces the short exact sequence (16), as desired, since iC is injective.

Now by the finite module case:

N2δ(B, Z) =N2δ(B
′, Z)≤Nδ(X ′, Z + [−δ,δ]) +Nδ(Y ′, Z + [−2δ, 0])≤

≤Nδ(A, Z + [−δ,δ]) +Nδ(C , Z + [−2δ, 0]).
In the last step we used the fact that X ′, Y ′ are quotient modules of A, C and the
moreover part of the theorem. �
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Remark 3.15. In the proof of Theorem 3.13 we could not use the same finite
barcode replacement 0→ X → B′→ Y → 0 as in the proof of Lemma 3.8, since
the moreover part of the theorem does not hold for C a submodule of B instead
of a quotient module. We expect that this replacement would allow one to prove
an analogue of Theorem 3.13 where the control is on the right endpoints of the
bars instead of their left endpoints. We do not require such an analogue in this
paper.

Proof of Corollary 3.14. As in the proof of Theorem 3.1, we replace the exact
sequence by the short exact sequence 0 → A→ B → C → 0 where A = im( f ),
B = V, C = im(g) are still moderate. As in the proof of Proposition 3.3 we see
that for every Z ⊂ R, Nδ(A, Z)≤Nδ(U , Z).

Now, by Theorem 3.13 and non-negative support,

N2δ(V, {0})≤Nδ(A, [−δ,δ]) +Nδ(C , [−2δ, 0])≤

≤Nδ(U , [0,δ]) +Nδ(C , {0}).
We claim that Nδ(C , {0})≤Nδ(W, {0}). This would imply

N 0
2δ(V )≤Nδ(U , [0,δ]) +N 0

δ
(W )

as required. To prove the claim, note that for an upper semi-continuous non-
negatively supported persistence module Q,

N 0
δ
(Q) = rank(πQ

0,δ).

Applying this identity to C and W, it remains to show that rank(πC
0,δ)≤ rank(πW

0,δ),
which is evident because πC

0,δ = π
W
0,δ|C0

.
�

4. MULTISCALE POLYNOMIAL APPROXIMATION AND CUBE COUNTING

The goal of this section is to prove a polynomial, multiscale version of the
simplex counting method from [26], see also [62]. It is given as Theorem 4.4.

4.1. The result. We start by introducing a notion of a multiscale dyadic partition
of [0, 1]n, which will be central in our arguments.

Definition 4.1. Let l be a positive integer. A setσ ⊂ Rn given byσ =
�

m1
2l , m1+1

2l

�

×

. . .×
�

mn
2l , mn+1

2l

�

for some m1, . . . , mn ∈ Z is called a standard dyadic cube of size
1
2l .

Definition 4.2. A multiscale dyadic partition of [0, 1]n is a finite set K = {σ1, . . . ,σ|K |}

of standard dyadic cubes such that
|K |
⋃

i=1
σi = [0,1]n and int(σi)∩ int(σ j) = ; for

i 6= j. We abbreviate multiscale dyadic partition to MDP.
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Remark 4.3. By convention, we consider dyadic cubes to be closed. Hence, an
MDP is not a genuine partition of [0,1]n, since dyadic cubes may intersect along
faces of positive codimension. Nevertheless, the interiors of dyadic cubes form
a genuine partition of a subset of [0,1]n of full measure.

One may construct an MDP of [0, 1]n as follows. Firstly, we divide [0,1]n into
2n standard dyadic cubes of size 1

2 by median hyperplanes. Then, we choose
a subset of these 2n cubes and further divide each cube in this subset into 2n

cubes of size 1
22 by median hyperplanes. We proceed to divide certain cubes of

size 1
22 into 2n cubes of size 1

23 and repeat this procedure finitely many times.
The set of all cubes we obtain in the end is an MDP of [0,1]n. One may check
that each MDP of [0, 1]n can be obtained using the described algorithm. In other
words, the set of MDPs is in bijection with the set of ordered, full, 2n-ary trees,
see Figure 1.

FIGURE 1. An MDP and a corresponding 2n-ary tree

Recall that Nδ denotes the number of bars of length greater than δ inB( f ),
which is finite in all the cases we consider, see Subsection 2.2. Since we wish to
use Mayer-Vietoris sequence for compact sets, in this section and Section 5, we
considerNδ( f ) to be defined using Čech homology of sublevel sets, i.e. Nδ( f ) =
Nδ(V̌ ( f )) in the notations from Section 2. This will not make a difference in the
end result, see Proposition 2.12.

By a polynomial on a subset U ⊂ Rn we mean a restriction of a polynomial on
Rn to U . For a non-negative integer k, denote byPk(U) the set of all real polyno-
mial on U of degree less than or equal to k. Let Sk(Rn) = {pp | p ∈ P2k(Rn), p ≥
0} be the set of square roots of nonnegative polynomials of degree less than or
equal to 2k. For a subset U ⊂ Rn, denote by Sk(U) the set of restrictions of
functions from Sk(Rn) to U .
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Theorem 4.4. Let K be an MDP of [0, 1]n and f : [0, 1]n → R a continuous
function. If for every σ ∈ K, dC0( f |σ,Pk(σ))<

δ
2 or dC0( f |σ,Sk(σ))<

δ
2 , then

N2n+1δ( f )≤ Cn,k|K |.

The proof of Theorem 4.4 occupies the rest of the section. It has two main
ingredients. The first one is a method of calculating Nδ( f ) from restrictions of
f to subsets covering its domain. This method is explained in Subsection 4.2.
The second one is an estimate from above on Nδ of a polynomial on a box, as
well as a square root of a polynomial on a box, see Proposition 4.12. These two
ingredients are combined using the stability theorem.

Remark 4.5. When considering barcodes in degree 0 only, the proof of Theorem
4.4 simplifies significantly, see Remark 4.10.

Remark 4.6. Theorem 4.4 can be considered a polynomial, multiscale version
of the simplex counting method from [26], see also [62]. To obtain the stan-
dard simplex counting one should set k = 0 and notice that dC0( f |σ,P0(σ)) =
osc( f |σ). To go from simplices to cubes, it is enough to divide a standard n-
simplex into n+1 cubes by median hyperplanes, as we do in the proof of Propo-
sition 5.5.

4.2. Barcode calculus on covers. In this subsection, we work with barcodes of
continuous functions on compact Hausdorff spaces. We wish to ensure that the
corresponding persistence modules are moderate, so that results from Section
3 can be applied to them. As explained in Section 2, in this situation all condi-
tions in the definition of a moderate persistence module will be automatically
satisfied, except for q-tameness. To this end, we introduce the following notion.

Definition 4.7. Let X be a Hausdorff topological space. A finite collection {Ai}1≤i≤m
of compact subsets of X is called tame if for every continuous function f : X → R
and any set of indices 1≤ i1 < . . .< il ≤ m, V̌ ( f |Ai1∩...∩Ail

) is q-tame.

There are two examples of tame collections which will play important roles
in the proofs of our main results. The first one is given by any finite collection
of boxes in Rn. By a box we mean a product of closed intervals [a1, b1]× . . .×
[an, bn] ⊂ Rn (here we allow also ai = bi). Persistence modules associated to
continuous functions on boxes are q-tame, see Section 2. Hence, to see that such
a collection is indeed tame, it is enough to notice that an intersection of boxes
is again a box.

The second example is a collection of subsets of a manifold obtained as home-
omorphic images of cubes from a fixed cubulation, see Proposition 5.5. Since
two such subsets intersect along an image of face of a cube, all intersections will
be homeomorphic to boxes and hence continuous functions on them will have
q-tame persistence modules.

We wish to prove the following.
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Proposition 4.8. Let {Ai}1≤i≤m be a tame collection of subsets of a Hausdorff topo-
logical space X and f : X → R a continuous function. Then V̌ ( f |Ai1∪...∪Ail

) is q-tame
and for each δ > 0, it holds

N2mδ( f |A1∪...∪Am
)≤

∑

1≤i1<...<il≤m

Nδ( f |Ai1∩...∩Ail
).

Using induction on m, one readily checks that Proposition 4.8 follows from
the special case of two compact sets, i.e. m = 2. Thus, we are left to prove the
following statement.

Lemma 4.9. Let {A1, A2} be a tame collection of subsets of a Hausdorff topological
space X and f : X → R a continuous function. Then V̌ ( f |A1∪A2

) is q-tame and for
each δ > 0, it holds

N2δ( f |A1∪A2
)≤Nδ( f |A1

) +Nδ( f |A2
) +Nδ( f |A1∩A2

).

Proof. Since f is continuous, for every t ∈ R, { f |A1
≤ t}, { f |A2

≤ t} are compact
and we may apply Mayer-Vietoris sequence to obtain a long exact sequence

. . .→ Ȟ∗({ f |A1
≤ t})⊕Ȟ∗({ f |A2

≤ t})→ Ȟ∗({ f |A1∪A2
≤ t})→ Ȟ∗−1({ f |A1∩A2

≤ t})→ . . .

Naturality of the Mayer-Vietoris sequence implies that in each degree d there
exists the following exact sequence of persistence modules

V̌d( f |A1
)⊕ V̌d( f |A2

)→ V̌d( f |A1∪A2
)→ V̌d−1( f |A1∩A2

),

which after summing over all degrees d gives an exact sequence

V̌ ( f |A1
)⊕ V̌ ( f |A2

)→ V̌ ( f |A1∪A2
)→ V̌ ( f |A1∩A2

).

Thus, Lemma 2.16 implies that V̌d( f |A1∪A2
) is q-tame and we may apply Theorem

3.1 to obtain the desired inequality. �

Remark 4.10. In the case where we consider barcodes in degree 0 only, the
proof of Proposition 4.8 becomes simpler and yields the following inequality
with sharper dependence on δ :

(17) N0,δ( f |A1∪...∪Am
)≤

∑

1≤i≤m

N0,δ( f |Ai
).

Indeed, for two sets, the relevant part of the Mayer-Vietoris sequence now takes
the form:

. . .→ Ȟ0({ f |A1
≤ t})⊕ Ȟ0({ f |A2

≤ t})→ Ȟ0({ f |A1∪A2
≤ t})→ 0.

It now suffices to apply the monotonicity of the bar-counting function under
surjections, see Proposition 3.3 and Lemma 3.8.

Consequently, Theorem 4.4 follows directly from Equation (17), Proposition
4.12, and the stability theorem for barcodes. This bypasses the use of Lemmas
4.11, 4.14, and 4.15 below.
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By a compact cover we mean a family of compact subsets of a space whose
union is the whole space. Let U = {Ui} be a finite compact cover of a Haus-
dorff topological space X and f : X → R a continuous function. If U is tame,
Proposition 4.8 gives the following estimate

N2|U |δ( f )≤
∑

1≤i1<...<il≤|U |

Nδ( f |Ui1∩...∩Uil
).

Under certain assumptions, the coefficient 2|U | in this inequality can be im-
proved. To this end, recall that a compact cover U is called m-colorable if it
can be partitioned into m subsets (colors) U1, . . . ,Um ⊂ U such that each Ui
consists of disjoint sets.

Lemma 4.11. Assume that U is m-colorable and tame. For all δ > 0 it holds

N2mδ( f )≤
∑

1≤i1<...<il≤|U |

Nδ( f |Ui1∩...∩Uil
).

Proof. Let U1, . . . ,Um ⊂ U be a partitioning of U into m colors. Denote by
Ai = ∪U∈Ui

U for 1≤ i ≤ m. {Ai} is a compact cover of X . Since sets Ai are unions
of sets in a tame collectionU , Proposition 4.8 implies that {Ai} is also tame. We
may now apply Proposition 4.8 again to obtain

(18) N2mδ( f )≤
∑

1≤i1<...<il≤m

Nδ( f |Ai1∩...∩Ail
).

We have that

(19) Ai1 ∩ . . .∩ Ail =
⋃

(U j1 ,...,U jl
)∈Ui1×...×Uil

U j1 ∩ . . .∩ U jl ,

and due to the coloring condition, sets U j1 ∩ . . . ∩ U jl for (U j1 , . . . , U jl ) ∈ Ui1 ×
. . .×Uil are disjoint. Now notice that given two disjoint sets X1, X2 ⊂ X , it holds
V̌ ( f |X1∪X2

) = V̌ ( f |X1
)⊕ V̌ ( f |X2

) and thus

(20) Nδ( f |X1∪X2
) =Nδ( f |X1

) +Nδ( f |X2
).

This property combined with (19) gives us

Nδ( f |Ai1∩...∩Ail
) =

∑

(U j1 ,...,U jl
)∈Ui1×...×Uil

Nδ( f |U j1∩...∩U jl
),

which together with (18) proves the claim. �

4.3. Barcode of a polynomial on a box. By an n-dimensional box we mean
a subset Q ⊂ Rn of the form Q = [a1, b1] × . . . × [an, bn]. For 0 ≤ i ≤ n, an
i-dimensional face or an i-face of Q is defined by setting n− i coordinates in Q
to be equal to either a j or b j, i.e. via conditions (x j1 , . . . , x jn−i

) ∈ {a j1 , b j1} ×
. . .×{a jn−i

, b jn−i
} and (x jn−i+1

, . . . , x jn) ∈ [a jn−i+1
, b jn−i+1

]× . . .× [a jn , b jn]. An open i-
dimensional face is given via conditions (x j1 , . . . , x jn−i

) ∈ {a j1 , b j1}×. . .×{a jn−i
, b jn−i

}
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and (x jn−i+1
, . . . , x jn) ∈ (a jn−i+1

, b jn−i+1
) × . . . × (a jn , b jn). There are exactly

�n
i

�

2n−i

i-faces of an n-dimensional box. An n-dimensional cube is an n-dimensional box
which satisfies b1 − a1 = . . .= bn − an.

We prove the following result which provides necessary bounds on the number
of bars in the barcode of a polynomial or a square root of a polynomial on a box.

Proposition 4.12. Let Q ⊂ Rn be an n-dimensional box and p ∈ Pk(Q) or p ∈
Sk(Q), k ≥ 1. Then there exists a constant Cn depending on n only, such that for
every δ > 0,

Nδ(p)≤ Cnkn.

Moreover,B(p) is finite and the total number of bars satisfies N0(p)≤ Cnkn.

Remark 4.13. In fact, we obtain the bound Nδ(p)≤
1
2(k+1)n+ 1

2 for p ∈ Pk(Q)
and Nδ(p)≤

1
2(2k+ 1)n + 1

2 for p ∈ Sk(Q).

Proof. Firstly, we notice that Nδ(p) ≤ Cnkn for all δ > 0 implies the finiteness
ofB(p) with the desired bound. Indeed, due to upper semi-continuity of V̌ (p),
there are no bars of length zero in B(p), see [66] for details. Since the bound
does not depend on δ the claim follows. Hence we are left to prove the inequality
for a fixed δ > 0.

Let us first prove the case p ∈ Pk(Q). Having fixed δ, consider a small pertur-
bation g of p, satisfying |p− g|C0(Q) < δ/2, that is a Morse polynomial of degree
at most k on the box Q in the sense of manifolds with corners [42, Definitions
4,6]. In particular, we can assume that it is Morse on every open i-dimensional
face of Q, for 0 ≤ i ≤ n and each of its critical points contributes at most one
endpoint of a bar to the barcode of g on Q. This is a consequence of the first and
second Morse theorems for manifolds with corners [42, Theorems 7,8]. Fur-
thermore, Nδ(p) ≤ N0(g) by the stability theorem. Now the number of bars in
the barcode of g is bounded in terms of the total number C(g,Q) of the critical
points of its restrictions to the open i-dimensional faces of Q, for 0 ≤ i ≤ n.
Let F be such an open i-dimensional face. Then g|F is identified with a Morse
polynomial h = hF i of degree at most k on F i ⊂ Ri, F i being the interior of an
i-dimensional box. The number C(h, F i) of critical points of h is the number of
common solutions of the i polynomial equations ∂1h= 0, . . . ,∂ih= 0, of degree
at most k − 1. Furthermore the gradients of these polynomials are everywhere
linearly independent on the common zero set. Therefore, by Milnor [55, Lemma
1], C(hF i , F i)≤ (k− 1)i ≤ (k− 1)n. Hence

N0(g)≤ 1+ (C(g,Q)− 1)/2,

while

C(g,Q) =
n
∑

i=0

∑

F i

C(hF i , F i)≤
n
∑

i=0

2n−i
�

n
i

�

(k− 1)i = (k+ 1)n.
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This finishes the proof for p ∈ Pk(Q).
To prove the case p ∈ Sk(Q), it is enough to notice that since p ≥ 0, it holds

{p ≤ t} = {p2 ≤ t2} and hence B(p2) = {[a2, b2) | [a, b) ∈ B(p)}, where
(+∞)2 = +∞ by convention. Now Nδ(p) ≤ N0(p) = N0(p2) and since p2 ∈
P2k(Q) the proof follows from the first case. �

4.4. Proof of Theorem 4.4. Let K be an MDP of [0,1]n. For 0 ≤ i ≤ n, an
i-face of a dyadic cube in K is called minimal if it does not contain any other
i-face of any other dyadic cube in K . We denote by K (i) the union of all minimal
faces of cubes in K of dimension at most i and call K (i) the i-skeleton of K .
This terminology comes from the fact that minimal faces constitute cells in the
"obvious" CW-decomposition of [0, 1]n induced by K .

We call an l-tuple (η1, . . . ,ηl) of minimal faces of cubes in K nested if η1 ⊂
. . . ⊂ ηl , the inclusions being strict. We will need the following lemma.

Lemma 4.14. There exists a constant Cn, which depends only on n, such that for
every MDP of [0, 1]n, K, the total number of nested tuples does not exceed Cn|K |.

Proof. Every nested l-tuple (η1, . . . ,ηl) is a subtuple of a non-unique nested (n+
1)-tuple. More precisely, there exists a non-unique (n+1)-tuple (ν0, . . . ,νn) such
that η1 = νi1 , . . . ,ηl = νil for certain indices 0 ≤ i1 < . . . < il ≤ n. Manifestly,
every νi is an i-face of a dyadic cube. The total number of subtuples of a fixed
(n+ 1)-tuple is 2n+1 and hence

(21) # nested tuples≤ 2n+1 · (# nested (n+ 1)-tuples).

To estimate the number of nested (n+ 1)-tuples (ν0, . . . ,νn) we first notice that
the number of choices for ν0 is not greater than 2n|K | because every dyadic
cube has 2n vertices. A chosen ν0 is contained in at most 2n minimal 1-faces
and hence the number of pairs ν0 ⊂ ν1 is at most 2n|K | ·2n. Similarly, if we have
chosen ν0 ⊂ ν1 ⊂ . . . ⊂ νm the number of minimal (m+ 1)-faces which contain
νm is at most 2(n−m). Thus

# nested (n+ 1)-tuples≤ 2n|K | · 2n · n!,

which together with (21) finishes the proof. �

Lemma 4.15. Let K be an MDP of [0, 1]n and f : [0, 1]n → R a continuous
function such that for every σ ∈ K, dC0( f |σ,Pk(σ)) <

δ
2 or dC0( f |σ,Sk(σ)) <

δ
2 .

There exists a compact cover U of [0, 1]n which satisfies the following properties.
(1) Sets inU are labelled by minimal faces in K, i.e. U = {Uη |η a minimal face};
(2) Each Uη is a box;
(3) Uη ∩ Uν 6= ;⇔ η ⊂ ν or ν ⊂ η;
(4) There exists a constant Cn,k which depends only on n and k such that for

each nested tuple (η1, . . . ,ηl) it holds Nδ( f |Uη1
∩...∩Uηl

)≤ Cn,k.
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We will first prove Theorem 4.4 assuming Lemma 4.15 and then prove Lemma
4.15.

Proof of Theorem 4.4. LetU be a compact cover of [0, 1]n given by Lemma 4.15.
Now, by property (3) we have that for two minimal faces η and ν of the same

dimension it holds Uη ∩ Uν = ;. Thus, sets

Ui = {Uη | η a minimal i-face}, i = 0, . . . , n,

constitute a coloring ofU by n+1 colors. On the other hand, Uη1
∩ . . .∩Uηl

6= ;
implies that η1, . . . ,ηl , in appropriate order, form a nested tuple, again due to
property (3). Moreover, since by (2) each set in U is a box, U is tame as
explained in Subsection 4.2 and Lemma 4.11 implies that

N2n+1δ( f )≤
∑

(η1,...,ηl ) nested

Nδ( f |Uη1
∩...∩Uηl

).

Property (4) gives us

N2n+1δ( f )≤ Cn,k · (the total number of nested tuples),

which together with Lemma 4.14 proves Theorem 4.4. �

Proof of Lemma 4.15. We will define Uη as a box which approximates η. More
precisely, given ε,τ ≥ 0 and a minimal m-face η = [ai1 , bi1]× . . .× [aim , bim]×
(x im+1

, . . . , x in), we define an (ε,τ)-approximation of η as

η(ε,τ) = [ai1+ε, bi1−ε]×. . .×[aim+ε, bim−ε]×[x im+1
−τ, x im+1

+τ]×. . .×[x in−τ, x in+τ].

Our goal is to choose pairs (ε0,τ0), . . . , (εn,τn) in such a way that

U =
n
⋃

i=0

Ui, Ui = {Uη = η(εi ,τi) ∩ [0,1]n | η a minimal i-face}

satisfy (1)-(4). Manifestly, U satisfies properties (1) and (2) for any choice of
(εi,τi). In order for sets in U to cover [0, 1]n it is enough that

τn−1 < . . .< τ1 < τ0 and εi < τi−1 for i = 1, . . . , n.

Indeed, for any choice of τ0 sets inU0 cover the 0-skeleton K (0). Condition ε1 <
τ0 implies that sets in U0 ∪U1 cover the 1-skeleton K (1). Similarly, εi < τi−1 <
. . . < τ0 implies that U0 ∪ . . . ∪Ui covers the i-skeleton K (i) for all 0 ≤ i ≤ n.
Hence, U =U0 ∪ . . .∪Un is a covering of K (n) = [0, 1]n. Figure 2 shows such a
covering of [0, 1]2 with approximations of minimal faces colored in 3 colors.

What is left is to arrange for properties (3) and (4) to hold. To guarantee
property (3) we choose (εi,τi) inductively in such a way that each Uν ∈ Ui
intersects Uη ∈ U0 ∪ . . . ∪ Ui−1 if and only if η ⊂ ν and no two sets in Ui
intersect. More precisely, we start by choosing τ0 small enough, so that sets
inU0 are disjoint. Assume now that (ε0,τ0), . . . , (εi−1,τi−1) are given and let us
choose (εi,τi). We first pick εi to be an arbitrary number which satisfies 0< εi <
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FIGURE 2. A cover of [0, 1]2 corresponding to an MDP

τi−1 < . . .< τ0. Notice that for each minimal i-face ν and all Uη ∈ U0∪. . .∪Ui−1
it holds

ν(εi ,0) ∩ Uη 6= ; if and only if η ⊂ ν.

Since all the above sets are compact, for small enough τ′i we have that still for
each minimal i-face ν and all Uη ∈ U0 ∪ . . .∪Ui−1 it holds

ν(εi ,τ
′
i) ∩ Uη 6= ; if and only if η ⊂ ν.

Similarly, notice that for any pair of minimal i-faces (ν1,ν2)we have that ν(εi ,0)
1 ∩

ν
(εi ,0)
2 = ; and hence for small enough τ′′i , ν

(εi ,τ
′′
i )

1 ∩ ν(εi ,τ
′′
i )

2 = ; holds as well.
Taking τi <min(τ′i,τ

′′
i ) guarantees property (3).

Finally to arrange for property (4) to hold,notice that for a nested tuple (η1, . . . ,ηl),
set Uη1

∩ . . .∩ Uηl
belongs to the τ0-neighbourhood of η1. By the assumption of

Theorem 4.4, dC0( f |η1
,Pk(η1))<

δ
2 or dC0( f |η1

,Sk(η1))<
δ
2 and hence for small

enough τ0 we have that

(22) dC0( f |Uη1
∩...∩Uηl

,Pk(Uη1
∩ . . .∩ Uηl

))<
δ

2
,

or

(23) dC0( f |Uη1
∩...∩Uηl

,Sk(Uη1
∩ . . .∩ Uηl

))<
δ

2
.

On the other hand, since Uη1
, . . . , Uηl

are boxes, Uη1
∩ . . . ∩ Uηl

is a box as well
and hence Proposition 4.12 implies that Nδ′(p) ≤ Cn,k for any δ′ > 0 and any
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p ∈ Pk(Uη1
∩ . . .∩ Uηl

) or p ∈ Sk(Uη1
∩ . . .∩ Uηl

). We choose δ′ and p such that

dC0( f |Uη1
∩...∩Uηl

, p)<
δ

2
−
δ′

2
.

This inequality together with the stability theorem implies

Nδ( f |Uη1
∩...∩Uηl

)≤Nδ′(p)≤ Cn,k.

Taking τ0 (and hence also all εi,τi) small enough so that (22) or (23) hold
for all nested tuples of minimal faces guarantees property (4) and finishes the
proof. �

5. THE PROOF OF THE MAIN RESULT

The goal of this section is to prove Theorem 1.12. We first present a few
preliminaries on Sobolev spaces, then we prove the local result on a cube, and
finally prove the general case.

5.1. Sobolev spaces. The goal of this subsection is to fix the definitions and
notation for Sobolev norms that are used throughout the paper. First, let Ω be
a domain in Rn. Given an integer k ≥ 0 and a real number p ≥ 1, we define a
Sobolev space W k,p(Ω) as the closure of C∞(Ω) with respect to the norm

(24) ‖ f ‖W k,p(Ω) =

 

∑

|α|≤k

∫

Ω

|Dα f (x)|p d x

!
1
p

,

where the sum is taken over all multi-indices α = (α1, . . . ,αn), αi ∈ Z≥0, such
that α1 + · · · + αn ≤ k, and Dα = Dα1

x1
. . . Dαn

xn
denotes the partial derivatives.

Similarly, the space W k,p
0 (Ω) is defined as the completion of the space C∞0 (Ω) of

smooth functions with compact support with respect to the norm (24).
The notion of the Sobolev space together with the norm (24) can be extended

to functions on compact Riemannian manifolds and to sections of vector bundles.
There exist several ways to do it yielding equivalent Sobolev norms. In the
present paper we use the definition via the partition of unity (see, for instance,
[69, Appendix 1]), and we briefly recall this construction.

Consider a finite atlas V = {(Vi,φi)} for a compact Riemannian manifold M
where Vi ⊂ Rn is an open set and φi : Vi → Ui ⊂ M is a diffeomorphism and
let {χi} be a subordinate partition of unity. Set Ki = supp(χi) ⊂ Ui. Then for
f ∈ C∞(M) we set fi = χi f and define

|| f ||W k,p(M) =
�∑

|| fi ◦φi||
p
W k,p(Ki)

�1/p

Note that the norm depends on the choice of the atlas and the partition of
unity, however its equivalence class does not. This definition extends in a straight-
forward way to sections of a vector bundle E→ M with an inner product.
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For functions on Euclidean domains Ω ⊂ Rn we will also use the notation

(25) ‖Dk f ‖Lp(Ω) =

 

∑

|α|=k

∫

Ω

|Dα f (x)|p d x

!
1
p

.

This generalizes as follows to vector-valued functions. Given a positive integer
k and s : Ω→ Rl , s = ( f1, . . . , fl), we denote

‖Dks‖Lp =

�

∑

|α|=k

∫

Ω

�

l
∑

i=1

|Dα fi(x)|2
�p/2

d x

�

1
p

.

5.2. The case of a cube. Recall that Nδ(|s|) denotes the number of bars of
length greater than δ in B(|s|) defined using Čech homology. The following is
the main analytic ingredient of the proof.

Proposition 5.1. Let n, l and k be positive integers and p ≥ 1 a real number such
that kp > n. There exist a constant Cn,k,p, which depends on n, k, p, such that for
each smooth map s : [0, 1]n→ Rl and for all δ > 0 there exists an MDP of [0, 1]n,
K, such that

(1) (∀σ ∈ K) dC0(|s|σ|,Sk−1)<
δ
2

(2) |K | ≤ 1+ Cn,k,p

�

‖Dks‖Lp

δ

�
n
k
.

As an immediate corollary of Proposition 5.1, we obtain the local version of
our main result, Theorem 1.12.

Theorem 5.2. Under the assumptions of Proposition 5.1 it holds

Nδ(|s|)≤ Cn,k + Cn,k,p

�

‖Dks‖Lp

δ

�

n
k

,

for certain constants Cn,k and Cn,k,p which respectively depend on n, k and n, k, p.

Proof. Let K be an MDP given by Proposition 5.1. Property (1) allows us to
apply Theorem 4.4 which together with property (2) proves the theorem. �

The proof of Proposition 5.1 occupies the rest of the subsection. Our goal will
be to construct K using a subdivision algorithm with a criterion for subdividing a
dyadic cube σ based on a Morrey-Sobolev type estimate for dC0(|s|σ|,Sk−1(σ)).
We first recall the relevant estimate. For a subset Q ⊂ Rn let P l

k−1(Q) denote
the space of mappings s : Q → Rl all of whose coordinates are polynomials of
degree at most k− 1. Endow Rl with the standard Euclidean metric.

Theorem 5.3 (Morrey-Sobolev). Let n, k be positive integers and p ≥ 1 a real
number such that kp > n. There exists a constant C ′n,k,p which depends on n, k, p
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such that for every n-dimensional cube Q ⊂ Rn and every smooth function s : Q→
Rl it holds

dC0(s,P l
k−1(Q))≤ C ′n,k,p(VolQ)

k
n−

1
p ‖Dks‖Lp .

We include a proof of Theorem 5.3 following [31] in Appendix A. As an im-
mediate corollary of Theorem 5.3, we obtain that for every smooth s : Q→ Rl

(26) dC0(|s|,Sk−1(Q))≤ C ′n,k,p(VolQ)
k
n−

1
p ‖Dks‖Lp .

Indeed, if s = ( f1, . . . , fl) is approximated by s̃ = (p1, . . . , pl) ∈ P l
k−1(Q) via The-

orem 5.3, we obtain

||s| − |s̃|| ≤ |s− s̃|=
�

l
∑

i=1

( fi − pi)
2
�

1
2 ≤ C ′n,k,p(VolQ)

k
n−

1
p ‖Dks‖Lp .

Let us now fix positive integers n, l, k, a real p ≥ 1 such that kp > n, δ > 0
and a smooth map s : [0, 1]n→ Rl . We call a cube Q ⊂ [0,1]n bad if

(VolQ)
k
n−

1
p ‖Dk(s|Q)‖Lp ≥

δ

2C ′n,k,p

,

and otherwise we call it good. Notice that by (26) if Q is good then

dC0(|s|Q|,Sk−1(Q))<
δ

2
.

We will need the following lemma.

Lemma 5.4. Let K be an MDP of [0, 1]n and assume that σ1, . . . ,σN ∈ K are bad.
Denote B = ∪N

i=1σi. It holds

N ≤ (2C ′n,k,p)
n
k (Vol B)1−

n
kp

�

‖Dk(s|B)‖Lp

δ

�

n
k

.

Proof. Since all σi are bad we have that for i = 1, . . . , N it holds

(Volσi)
1
p−

k
n ≤ 2C ′n,k,p

‖Dk(s|σi
)‖Lp

δ
.

Raising both sides of the inequality to the power p and summing over i gives us

(27)
N
∑

i=1

(Volσi)
1− kp

n ≤ (2C ′n,k,p)
p

�

‖Dk(s|B)‖Lp

δ

�p

.

One may check that if α < 0, x1, . . . , xN > 0 and
∑N

i=1 x i is fixed,
∑N

i=1 xαi attains
minimum when all x i are equal. Thus, 1− kp

n < 0 and
∑N

i=1 Volσi = Vol B imply
that

N
∑

i=1

�

Vol B
N

�1− kp
n

≤
N
∑

i=1

(Volσi)
1− kp

n ,
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which together with (27) yields

N
kp
n (Vol B)1−

kp
n ≤ (2C ′n,k,p)

p

�

‖Dk(s|B)‖Lp

δ

�p

.

Raising both sides of this inequality to the power n
kp finishes the proof. �

We now have all the ingredients necessary to prove Proposition 5.1.

Proof of Proposition 5.1. We assume that ‖Dks‖Lp 6= 0. Otherwise s = ( f1, . . . , fl)
with fi ∈ Pk−1([0, 1]n), which implies |s| ∈ Sk−1([0, 1]n) and hence Proposition
5.1 holds for K = {[0,1]n}. By convention, we consider any sum from 0 to -1 to
be equal to zero.

Let K0 = {[0, 1]n}. We construct a finite sequence Kl of MDPs of [0,1]n induc-
tively, according to the following algorithm. If all σ ∈ Kl are good the algorithm
stops. If not, we subdivide all bad dyadic cubes in Kl into 2n smaller dyadic
cubes. Kl+1 is the MDP obtained as a result of this subdivision, see Figure 3.

Bad

Bad

Good

Good

Kl Kl+1

FIGURE 3. A step in the subdivision algorithm

Since δ
2C ′n,k,p

is fixed and k
n −

1
p > 0 the algorithm stops after a finite number of

steps l0. We define K = Kl0 and proceed to prove that Kl0 satisfies properties (1)
and (2) of the proposition. All σ ∈ Kl0 are good and hence by (26)

(∀σ ∈ Kl0) dC0(|s|σ|,Sk−1(σ))<
δ

2
.

This proves property (1).
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What is left to do is to estimate |Kl0 |. Denote by Bl ⊂ Kl the set of all bad
dyadic cubes in Kl . By construction

(28) |Kl0 | ≤ 1+ 2n
l0−1
∑

l=0

|Bl |.

We use two competing estimates for |Bl |.

Estimate 1: |Bl | ≤ 2nl .

Estimate 2: |Bl | ≤ C ′′n,k,p2−l(kp−n)

�

‖Dks‖Lp

δ

�p

, where C ′′n,k,p = (2C ′n,k,p)
p.

Estimate 1 follows from the construction since |Bl+1| ≤ 2n|Bl |. Estimate 2 fol-
lows from Lemma 5.4. Indeed, this lemma gives us3

|Bl | ≤ (2C ′n,k,p)
n
k (Vol Bl)

1− n
kp

�

‖Dk(s|Bl
)‖Lp

δ

�

n
k

.

Substituting Vol Bl = 2−nl |Bl | into this inequality and using ‖Dk(s|Bl
)‖Lp ≤ ‖Dks‖Lp

yields Estimate 2.
To complete the proof, notice that Estimate 1 gets worse, while Estimate 2

improves as l grows. Hence, there exists an optimal value, lopt , starting from
which Estimate 2 becomes better than Estimate 1. This lopt can be computed
from the two conditions

2nlopt ≤ C ′′n,k,p2−lopt (kp−n)

�

‖Dks‖Lp

δ

�p

and C ′′n,k,p2−(lopt+1)(kp−n)

�

‖Dks‖Lp

δ

�p

< 2n(lopt+1),

which are equivalent to

(29) 2lopt ≤ C ′′′n,k,p

�

‖Dks‖Lp

δ

�

1
k

< 2lopt+1,

where C ′′′n,k,p = (C
′′
n,k,p)

1
kp = (2C ′n,k,p)

1
k . In case lopt < 0, i.e. C ′′′n,k,p

� ‖Dks‖Lp

δ

�
1
k < 1,

we set lopt = −1. Applying Estimates 1 and 2 to (28) yields

(30) |Kl0 | ≤ 1+ 2n

lopt
∑

j=0

2n j + 2n
∞
∑

j=lopt+1

C ′′n,k,p2− j(kp−n)

�

‖Dks‖Lp

δ

�p

.

3We slightly abuse the notation and use Bl both for the set of bad cubes and for ∪σ∈Bl
σ.
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First inequality in (29) gives us (when lopt ≥ 0)

(31)
lopt
∑

j=0

2n j =
1

2n − 1
(2n(lopt+1) − 1)≤

1
2n − 1

�

(2C ′′′n,k,p)
n

�

‖Dks‖Lp

δ

�

n
k

− 1

�

.

On the other hand, since kp− n> 0, we have
∞
∑

j=lopt+1

C ′′n,k,p2− j(kp−n)

�

‖Dks‖Lp

δ

�p

=
C ′′n,k,p

1− 2n−kp
2(n−kp)(lopt+1)

�

‖Dks‖Lp

δ

�p

.

Second inequality in (29) gives us4

2(n−kp)(lopt+1) < (C ′′′n,k,p)
n−kp

�

‖Dks‖Lp

δ

�

n
k−p

,

and hence

(32)
∞
∑

j=lopt+1

C ′′n,k,p2− j(kp−n)

�

‖Dks‖Lp

δ

�p

<
C ′′n,k,p(C

′′′
n,k,p)

n−kp

1− 2n−kp

�

‖Dks‖Lp

δ

�

n
k

.

Substituting (31) and (32) in (30) finishes the proof. �

5.3. General case. In this subsection we prove Theorem 1.12 using Proposition
5.1. We start with a consequence of a theorem of Whitney [78, Section IV.12,
Theorem 12A] regarding triangulations of manifolds.

Proposition 5.5. Let M be a compact manifold of dimension n. There exists a finite
collection of smooth embeddings θi : Q → M , 1 ≤ i ≤ N where Q = [0,1]n is the
standard cube in Rn, with the following properties:

(1) M =
⋃

1≤i≤N θi(Q)
(2) {θi(

◦
Q)}1≤i≤N are disjoint, where

◦
Q = (0, 1)n,

(3) Given 1 ≤ i1 < . . . < il ≤ N , Ii1,...,il =
⋂

1≤ j≤l θi j
(Q) 6= ; implies that there

exist faces Fi1 , . . . , Fil of Q of the same dimension such that Ii1,...,il = θi j
(Fi j
)

for all j.
(4) For all 1 ≤ j < j′ ≤ l, (θi j′

|Ii1,...,il
)−1 ◦ θi j

: Fi j
→ Fi j′

is an affine diffeomor-
phism of cubes.

Proof. Indeed Whitney’s theorem produces a triangulation with similar proper-
ties, that is g j : ∆n → M where ∆n = {(t0, . . . , tn) |

∑

t j = 1, t j ≥ 0} is the
standard n-simplex, satisfying the properties above with Q replaced by ∆ and
◦
Q replaced by

◦
∆

n
= {(t0, . . . , tn) |

∑

t j = 1, t j > 0}. It remains to divide the n-
simplex into (n+1) topological cubes {Q0, . . . ,Qn}, where Q j = {t j ≥ t i , i 6= j} ⊂
∆n. Note that Q j is parametrized by Q as follows: φ j = (ψ j)−1 : Q→ Q j, where

4Here we use the assumption that ‖Dks‖Lp 6= 0.
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ψ j : Q j → Q is ψk(t0, . . . , tn) = π j((t0, . . . , tn)/t j), where π j is the projection
to the coordinate plane H j = {t j = 0} composed with an evident isomorphism
H j → R[n]\{ j}, where [n] = {0,1, . . . , n}, which we further identify R[n]\{ j} with
Rn artificially by listing coordinates in increasing order. However, it is conve-
nient to work directly in R[n]\{ j} and the cube Q( j) = {(xk)k 6= j | 0≤ xk ≤ 1}. Note
that φ j((xk)k 6= j) = (t0, . . . , tn) where t j =

1
1+
∑

xk
and t i =

x i
1+
∑

xk
for i 6= j.

We claim that the resulting maps θ jk = g j ◦φk : Q → M suitably reindexed
satisfy the required properties. Indeed, in view of the analogue of property (4)
from Whitney’s theorem and the definition of Q j, it is enough to check that the
intersection condition holds for the Q j themselves. This is a direct verification,
which we illustrate in the case l = 2. In this case, for i < j, Ji j = φi(Q)∩φ j(Q)
satisfies Ji j = φi(Fi) = φ j(F j), Fi = {x j = 1}, F j = {x i = 1}. Moreover (φ j|Ji j

)−1◦
φi : Fi → F j sends the vector (xk)k 6=i, x j = 1 to the vector (x ′k)k 6= j, x ′i = 1 where
x ′k = xk, for k /∈ {i, j}, which is an affine isomorphism of the cubes Fi, F j. �

We will use the following auxiliary result.

Lemma 5.6. Suppose that Theorem 1.12 holds with C ′1, C ′2 both depending on
M , E, k, p instead of C1, C2 as in its formulation. Then there exists C1 depending
on M , E, k, p such that Theorem 1.12 holds with C2 = dim H∗(M) as stated.

Proof of Lemma 5.6. We have

Nδ(|s|)≤
C ′1
δn/k
||s||n/k

W k,p + C ′2,

C ′1, C ′2 depending only on M , E, k, p. By the Sobolev inequality

||s||L∞ =max |s| ≤ C ||s||W k,p ,

where C depends on M , k, p only. In particular if ||s||W k,p ≤ δ/C then Nδ(|s|) =
C2 = dim H∗(M), since only the infinite bars would contribute to Nδ(|s|). If
||s||W k,p ≥ δ/C , setting C1 = C ′1 + Cn/kC ′2 we have

C1

δn/k
||s||n/k

W k,p ≥
C ′1
δn/k
||s||n/k

W k,p + Cn/kC ′2C−n/k ≥Nδ(|s|).

This finishes the proof. �

Proof of Theorem 1.12. Without loss of generality, we may assume that s is a
smooth section. Let l be the rank of E. For {θi}1≤i≤N from Proposition 5.5, con-
sider orthogonal trivializations Ψi : θ ∗i E→ Q×Rl . Viewing s ◦ θi as a section of
θ ∗i E, we have that si := Ψi ◦ s ◦ θi : Q → Q ×Rl is a section of a trivial bundle
which we identify with a map si : Q→ Rl .
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Proposition 5.1 shows that for all 1≤ i ≤ N there is an MDP Ki of Q such that
for all σ ∈ Ki, dC0(|si|σ|,Sk−1(σ))< δ/2 and

|Ki| ≤ Ci(s,δ) = 1+ Cn,k,p

�

||Dksi||Lp

δ

�
n
k

.

Consider a face F of Q of dimension m. It can be canonically identified with
[0,1]m and the MDP Ki induces an MDP K F

i of [0,1]m such that |K F
i | ≤ |Ki| and

still for all σ ∈ K F
i , dC0(|si|σ|,Sk−1(σ))< δ/2. Theorem 4.4 implies that

(33) N2n+1δ(|s|θi(F)|) =N2n+1δ(|si|F |)≤ Cn,kCi(s,δ),

for all i and every face F of Q of dimension 0≤ m≤ n. Set C(s,δ) =max1≤i≤N Ci(s,δ).
Note that

(34) C(s,δ)≤ 1+ CM ,E,k,p

�

||s||W k,p(M ;E)

δ

�
n
k

,

where the constant does depend on the choice of the maps {θi}, {Ψi} but this
choice has been fixed given M and E. By (3) in Proposition 5.5 {Ai = θi(Q)} is
tame, as explained in Subsection 4.2. Applying Proposition 4.8 to {Ai} and using
(33), we obtain that

N2N+n+1δ(|s|)≤
∑

1≤i1<...<il≤N

N2n+1δ(|s|Ai1∩...∩Ail
|)≤ CN Cn,kC(s,δ).

By (34) and Lemma 5.6 this finishes the proof. �

Remark 5.7. In order to obtain Theorem 1.12 for |s| replaced by−|s| as in Remark
1.13, we notice that s : Q→ Rl satisfies

dC0(|s|,Sk−1(Q)) = dC0(−|s|,−Sk−1(Q)),

where −Sk−1(Q) = {−q | q ∈ Sk−1(Q)}, and Proposition 4.12 still holds for
p ∈ −Sk−1(Q). The rest of the proof goes through entirely analogously.

6. PROOFS OF APPLICATIONS

In this section we prove the applications of Theorem 1.12 and of Theorem
5.2.

We start with a general estimate of Sobolev norms of linear combination of
eigenfunctions.

Proposition 6.1. Let M be a closed Riemannian manifold of dimension n and let
D be a non-negative self-adjoint elliptic pseudo-differential operator of order q on
the sections of a vector bundle E over M with an inner product. Let s =

∑i
j=1 a js j

be a linear combination of eigensections s j of D with eigenvalues ≤ λ, such that
||s||L2 = 1. Then

||s||W k,2 ≤ CM ,E,D,k(λ+ 1)k/q.
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Proof. Without loss of generality we can assume that ||s j||L2 = 1 for all j, and
are moreover orthogonal to each other as D is self-adjoint. Moreover, by possibly
adding to D the identity operator I and adjusting the constant CM ,E,D,k, we may
assume that D is positive.

We may then consider the q-th root D1 of D which is a positive self-adjoint
elliptic pseudo-differential operator of degree 1 ([68, 70]). Note that D1 has
exactly the same eigenfunctions as D, but its eigenvalues are λ1/q where λ is an
eigenvalue of D.

A fundamental elliptic estimate (see, for example, [69, Lemma 1.4, p.69] or
[49, Chapter III, Theorem 5.2(iii), p. 193]) states that

||s||W k,2 ≤ CM ,E,D,k(||Dk
1 s||L2 + ||s||L2).

Now Dk
1 s =

∑

λk/qa js j, whence

||Dk
1 s||2 =

∑

λ
2k/q
j |a j|2 ≤ λ2k/q,

so
||Dk

1 s|| ≤ λk/q.

In turn we obtain
||s||W k,2 ≤ CM ,E,D,k(λ+ 1)k/q,

where we absorbed the term ||s||L2 = 1 into CM ,E,D,k(λ+ 1)k/q by increasing the
constant CM ,E,D,k suitably. �

The case of a manifold with boundary is more complicated, because the bound-
ary conditions play an important role. In particular, the argument via roots of
elliptic operators does not apply.

Proposition 6.2. Let M be a compact Riemannian manifold of dimension n with
boundary and let D be a non-negative self-adjoint elliptic differential operator of
order q with Dirichlet boundary conditions on the sections of a vector bundle E over
M with an inner product. Let s =

∑i
j=1 a js j be a linear combination of eigensections

s j of the Dirichlet boundary value problem for D with eigenvalues ≤ λ, such that
||s||L2 = 1. Then for all integers k ≥ 0,

||s||W k,2 ≤ CM ,E,D,k(λ+ 1)k/q.

Proof. First of all, by standard elliptic regularity for every integer m ≥ 0 and
s ∈W m+q

0 , the following coercivity inequality is satisfied

||s||W m+q,2 ≤ CM ,E,D,m(||Ds||W m,2 + ||s||L2).

Let us start by proving the statement for an integer multiple k = lq, l ≥ 1,
of q by induction on l. The base case is m = 0 in the coercivity estimate from
the formulation. The inductive step from k0 = lq to k = (l + 1)q = k0 + q is
again an application of the coercivity estimate: first as s =

∑

a js j is a linear
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combination of eigensections satisfying the homogeneous boundary conditions,
so is Ds =

∑

λ ja js j. Note that

||Ds||L2 =
�

∑

|λ j|2|a j|2
�1/2
≤ λ.

Therefore by the coercivity estimate and the inductive hypothesis we obtain:

||s||W k,2 ≤ CM ,E,D,k(||Ds||W k0,2 +1)≤ C ′M ,E,D,k(λ(λ+1)k0/q+1)≤ C ′M ,E,D,k(λ+1)k/q,

possibly for a different constant C ′M ,E,D,k.
Now, it remains to prove the desired estimate for all 0 ≤ k < q. Indeed, the

same argument as in the inductive step will then yield the estimate in full gen-
erality. For k = 0 the estimate is trivial. For 0 < k < q we use the interpolation
inequality in Sobolev spaces, which is easy to obtain from [8, Theorem 3.70],
and the condition ||s||L2 = 1:

||s||W k,2 ≤ CM ,k,q||s||
k/q
W q,2 ||s||

1−k/q
L2 ≤ C ′′M ,E,D,k(λ+ 1)k/q.

�

Remark 6.3. The proof of Proposition 6.2 only relied on the boundary value
problem being self-adjoint, non-negative, homogeneous, and satisfying a suit-
able analogue of the coercivity inequality. This condition appears to hold in
more general settings: see e.g. [65, Section 3.1.1.4] for a discussion of the
pseudo-differential setting. In particular, it holds for the Neumann Laplacian,
see [72, Chapter 5, Proposition 7.2].

We require the following basic lemma about persistence modules and their
barcodes.

Lemma 6.4. Let Vr( f ) be a persistence module of a function f : M → R for r ∈ Z
andBr( f ) be its barcode. Then for all δ > 0 and t ∈ R,

dim im(πt,t+δ : (Vr( f ))t → (Vr( f ))t+δ)≤Nr,δ( f ).

Indeed, the number on the left hand side counts bars which start before or at
t and end after t +δ, hence their lengths are all greater than δ.

6.1. Proofs of Theorems 1.1 and 1.2. It suffices to observe that in view of
Lemma 6.4, mr(s,δ) ≤ Nδ′(−|s|) and zr(s,δ) ≤ Nδ′(|s|) for all 0 < δ′ < δ. The
estimate of Theorem 1.1 is then an immediate consequence of Theorem 1.12,
Remarks 1.13 and 1.14 and taking the limit as δ′ → δ. Theorem 1.2 is a direct
consequence of Theorem 1.1 for p = 2 and Proposition 6.1.

Remark 6.5. In fact, the stronger inequality mr(s,δ) ≤ Nr,δ(−|s|) ≤ Nδ(−|s|)
holds. Moreover, a similar stronger inequality z′r(s,δ)≤Nr,δ(|s|)≤Nδ(|s|) holds
for the following modification z′r(s,δ) of zr(s,δ):

z′r(s,δ) = dim Im(Hr(Zs)→ Hr({|s| ≤ δ})) .
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(Note the non-strict inequality on the right.) The second observation is not
hard to deduce from the upper semi-continuity of the persistence module Vr(|s|),
which implies that all bars in Br(|s|) are closed on the left and all finite bars
therein are open on the right, and the fact that both Zs and {|s| ≤ δ} are closed
sublevel sets of |s|. Similarly, the first observation follows from the lower semi-
continuity of �Vr(−|s|).

Remark 6.6. In the case of closed manifolds, we may replace Remark 1.13 by an
argument involving duality. Namely, observe that for any function f (we will be
interested in the cases f = |s| and f = −|s|) we have

Nδ( f ) =N fin
δ
( f ) + br(M),

where br(M) = dim Hr(M) is the r-th Betti number of M . Therefore it suffices to
boundN fin

δ
(−|s|) andN fin

δ
(|s|.)Now Proposition 2.18 implies thatN fin

n−r−1,δ(−|s|) =
N fin

r,δ (|s|) for all 0 ≤ r < n. (In fact this identity is also true for r < 0 and r ≥ n
as in these cases it is easy to see that both sides vanish.) Hence N fin

δ
(−|s|) =

N fin
δ
(|s|), and therefore it is sufficient to bound only one of these values.

6.2. Proof of Theorem 1.4. We prove the following more general statement
which readily yields Theorem 1.4. Let M be a manifold of dimension n, and
Fλ is the space of linear combinations of eigenfunctions of a non-negative self-
adjoint elliptic pseudo-differential operator D of order q > 0 with eigenvalues
≤ λ. For a number λ set λ= λ+ 1.

Theorem 6.7 (generalized coarse Courant for products). Let f1, . . . , fl be l smooth
functions with f j ∈ Fλ j

and || f j||L2 = 1. Let f = f1 · . . . · fl . Fix integers 0 ≤ r < n
and k > n/2. Then for all δ > 0,α > 0

mr( f ,δ)≤
C1

δn/k

�

l
∑

j=1

λ
(k−n/2−α)/q
j

�n/k

(λ1 · . . . ·λl)
n(n/2+α)/kq + C2,

zr( f ,δ)≤
C1

δn/k

�

l
∑

j=1

λ
(k−n/2−α)/q
j

�n/k

(λ1 · . . . ·λl)
n(n/2+α)/kq + C2,

where the constants C1, C2, C3 depend only on M , E, D, k,α.

We use the following fractional Leibniz rule for Sobolev spaces, which holds
for instance for f , g ∈W s,2 where s > n/2

|| f g||W s,2 ≤ C (|| f ||W s,2 ||g||L∞ + || f ||L∞ ||g||W s,2) .

This estimate is easily verified on Rn by means of the Fourier transform and then
extended to a closed manifold using a partition of unity. For further generaliza-
tions and relation to the Kato-Ponce inequality see [16, 41]. Combined with
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Sobolev’s inequality, this yields the following estimate for k > n/2 :

(35) || f ||W k,2 ≤ C
l
∑

j=1

|| f j||W k,2

∏

i 6= j

|| fi||W n/2+α,2 ,

where C depends on M , n, l only.
By Proposition 6.1 and f j ∈ Fλ j

this becomes

|| f ||W k,2 ≤ C ′
l
∑

j=1

(λ j + 1)k/q
∏

i 6= j

(λi + 1)(n/2+α)/q

for C ′ depending on M , E, D, k,α.
With this estimate, Theorem 6.7 follows directly from Theorem 1.12 for s = f ,

Remark 1.14, and the inequalities mr(s,δ) ≤ Nδ′(|s|), zr(s,δ) ≤ Nδ′(|s|) for all
δ′ < δ. �

Theorem 1.4 then follows by replacing all λ j by λ, so that λ enters with the
exponent n/q + b/k for b = (l − 1)n(n/2+ α)/q and taking k large enough so
that b/k < ε.

Remark 6.8. Instead of the fractional Leibniz rule, we could have used the Sobolev
trace theorem for restricting F : M l → R, F(x1, . . . , x l) = f1(x1) · . . . · fl(x l) to
the diagonal M ∼= ∆ ⊂ M l consisting of points (x1, . . . , x l) with x i = x j for all
i, j (see [33, p. 121]). It yields a weaker estimate than (35), which is, however,
still sufficient to deduce Theorem 1.4.

6.3. Proof of Theorem 1.5. We prove the following more general result from
which Theorem 1.5 follows directly.

Theorem 6.9 (general coarse Bézout). Let f j ∈ Fλ j
, 1≤ j ≤ l be l functions. Fix

integers 0≤ r < n and k > n/2. Then for all δ > 0,

zr(s,δ)≤
C1

δn/k

�

l
∑

j=1

(λ j + 1)k/q
�n/k

+ C2,

mr(s,δ)≤
C1

δn/k

�

l
∑

j=1

(λ j + 1)k/q
�n/k

+ C2,

where C1 depends only on M , D, k and C2 = dim Hr(M).

In view of Lemma 6.4, zr(s,δ) ≤ Nr,δ′(|s|) ≤ Nδ′(|s|) for all δ′ < δ. Further-
more, in view of Proposition 6.1,

||s||W k,2 ≤
l
∑

j=1

|| f j||W k,2 ≤ CM ,D

l
∑

j=1

(λ j + 1)k/q.

Therefore this is now a direct consequence of Theorem 1.12 and Remark 1.14.
55



6.4. Proofs of Theorems 1.15 and 1.16. Theorem 1.15 is a direct application
of Theorem 1.12 for p = 2 together with Proposition 6.1.

Theorem 1.16 is proven as follows. Set p = 2. Then by Theorem 1.15 applied
once with n/2< k1 < n and once with k2 > n, we obtain

(36) Nδ(|s|)≤ C1(λ+ 1)n/q min{δ−n/k1 ,δ−n/k2}+ C2,

where C1, C2 are suitable maxima of the constants for the two cases. Note that
Nδ(|s|) is a measurable function of δ on [0,∞) and the right hand side of (36)
is integrable on every compact interval in [0,∞). Therefore by Lebesgue’s dom-
inated convergence theorem the function Nδ(|s|) is integrable on [0,max(|s|)].
Now

(37) |B(|s|)| ≤
∫ max(|s|)

0

Nδ(|s|) dδ.

Indeed, every finite bar [a, b) contributes b − a to both sides (see [26, Proof of
Moment Lemma]) and every infinite bar [c,∞), satisfies 0 ≤ c ≤max(|s|), and
contributes max(|s|)− c to the left hand side and max(|s|) to the right hand side.
Now (37) and (36) imply that

|B(|s|)| ≤ C1Bn,k1,k2
(λ+ 1)n/q + C2 max(|s|)

for Bn,k1,k2
=
∫∞

0
min{δ−n/k1 ,δ−n/k2} dδ <∞. Finally, in view of the Sobolev

inequality, Proposition 6.1, and the choice n/2< k1 < n,

max(|s|)≤ C3||s||W k1,2 ≤ C4(λ+ 1)k1/q ≤ C4(λ+ 1)n/q.

Hence we obtain
|B(|s|)| ≤ C(λ+ 1)n/q,

with C = C1Bn,k1,k2
+ C2C4.

Remark 6.10. Here we provide some details of the proof of the estimate from
Remark 1.18. For the Lp norm, we modify (37) as follows:

|B(|s|)|pp ≤ p

∫ max(|s|)

0

δp−1Nδ(|s|)dδ.

Let n/2< k1 < n. Then (36) implies that for p 6= n/k1,

|B(|s|)|pp ≤ (λ+ 1)n/qBp,n,k1,k2
max(1,max(1, |s|)p−n/k1),

where max(1,−) =max(1,max(−)). Now for p− n/k1 < 0

max(1, max(1, |s|)p−n/k1) = 1,

whence
|B(|s|)|p ≤ C(λ+ 1)n/pq ≤ C(λ+ 1)n/q,
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whereas for p− n/k1 > 0

max(1, max(1, |s|)p−n/k1)≤ C5 max(1, (λ+ 1)(k1p−n)/q),

whence
|B(|s|)|p ≤ C(λ+ 1)k1/q ≤ C(λ+ 1)n/q.

6.5. Proof of Proposition 1.11. The first part regarding the existence of fi j
,λi j

for a metric gBLS on T 2 is a reformulation of the main result of [18]. The state-
ment on T 3 = T 2×S1 with gBLS⊕ gst is a direct calculation. The only part which
remains to be proven is the statement regarding T 4 = T 2 × T 2 with gBLS ⊕ gBLS
and di j

(x , y) = fi j
(x) − fi j

(y). Clearly di j
is an eigenfunction of the Laplacian

on T 4 of eigenvalue λi j
. Recall that for any function f , �V∗( f )t = H∗({ f < t}).

By [18] the barcode of �V∗( fi j
) has infinitely many bars (ak, bk], k ∈ N, in de-

gree 1. Respectively, by Proposition 2.18, the barcode of �V∗(− fi j
) has infinitely

many bars (−bk,−ak] in degree 0. Now, using Künneth formula for persistence
modules proven in Section 2.4, we obtain that the barcode of �V∗(di j

) contains
the infinite family of bars (ak− bk, 0] in degree 1 (and the infinite family of bars
(0, bk − ak] in degree 2, which we do not use). In turn we obtain by definition
that dim H1({d < 0}) = +∞.

7. PROOF OF THEOREM 1.10

7.1. Construction. Let (M , g) be a closed Riemannian manifold, and, as before,
let Fλ be the linear span of the Laplace eigenfunctions with eigenvalue ≤ λ.

The idea of the construction is as follows. Take a smooth function φ which
is supported in a unit ball, takes a positive value at the center, and the same
negative value at any point of the sphere of radius 1/2. Consider a collection
of ∼ λn/2 small disjoint balls on M , and let us transplant φ to each ball. Take
the sum F of all these transplanted functions and consider its L2 projection P
on the space Fλ. We show that at least on a half of all the balls the remainder
F − P is small in the L∞ norm. Therefore, on every such ball the function P
takes a positive value at the center and a negative value on a sphere in the
middle. Taking into account additional control in δ, one can assure that after
renormalization in L2 these values are larger than δ in absolute value. This
implies that at least half of all the balls contain a δ-deep nodal component of
the function f = P/‖P‖L2 , which gives the desired lower bound for m0( f ,δ) and
z0( f ,δ).

Let us now formalize this idea. Choose a local chart U ⊂ M which admits an
extension to a slightly larger one. For convenience we will consider Euclidean
distance deu(·, ·) on U as well as Euclidean balls Beu(x ,ρ) for x ∈ U and ρ > 0
(we will always take ρ small enough so that the Euclidean ball sits in U and
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consequently can be considered as a subset of M). The following simple auxiliary
lemma holds.

Lemma 7.1. Let ε > 0 be small enough. Then for every integer l > n/4, every
x ∈ U such that Beu(x , 2ε) ⊂ U, and every smooth function f : Beu(x , 2ε) → R,
we have

‖ f |Beu(x ,ε)‖L∞ ¶ Cε−n/2(ε2l‖∆l f ‖L2 + ‖ f ‖L2).

Proof. The result follows from Sobolev’s inequality and the fundamental elliptic
estimate (cf. Section 6) applied to the rescaled function. We leave the details to
the reader. �

Let us now fix some integer l > n/4 and a smooth function φ : Rn → R such
that:

(1) supp(φ) ⊂ B(0,1).
(2) φ(0) = 1.
(3) φ(x) = −1 when |x |= 1/2.

1

-1

1
1
2

φ

FIGURE 4. The function φ can be radial with this profile.

Along the proof, constants ci, Ci > 0 will depend only on (M , g, U , l,φ). Sup-
pose that λ= λm for a sufficiently large m so that

(38) 1¶ δ ¶ aλn/4,

for some a > 0. We will later show that we may assume this for the choices of
constants that we will make.
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Denote ε= (A/λ)1/2 for some A> 1.
Consider a collection of disjoint balls

(39) B j = Beu(x j, 2ε) ⊂ U ,

j = 1, . . . , N , such that

(40) N = ba1δ
−2ε−nc= ba1A−n/2δ−2λn/2c¾ 1,

for some a1 > 0. We are able to do that when N ¶ cε−n (for c = c(M , g, U))
which holds if

(41) 0< a1 ¶ a1(M , g, U)

(recall that δ ¾ 1), and at the same time when

(42) a1a−2A−n/2 ¾ 1

so that by (38) we have N ¾ 1. Constants a, a1, A will be chosen in the course
of the proof, and will eventually depend only on (M , g, U , l,φ).

Define the smooth function F : M → R by

F(x) =
N
∑

j=1

φ((x − x j)/ε)

for x ∈ U , and F(x) = 0 when x ∈ M \ U . The rest of the proof is devoted
to showing that we can take the desired function f to be the L2-normalized
orthogonal L2-projection of F ontoFλ. Denote by P : M → R the function given
by the orthogonal L2-projection of F ontoFλ, and then denote R := F − P. First
we show that the remainder R is small in a certain sense.

7.2. Estimating the remainder. Let us prove two technical lemmas.

Lemma 7.2. For any integer k ¾ 0 we have

‖∆kF‖L2 ¶ CN 1/2ε−2k+n/2,

where C = C(M , g, U , k,φ).

Proof. By a straightforward computation we have |∆kF | ¶ Cε−2k on each B j,
and we have ∆kF = 0 on the complement of the union of the balls B j. �

Lemma 7.3. Let H : M → R be a smooth function, denote by PH the orthogonal
L2-projection of H onto Fλ, and then denote RH := H − PH (the remainder). Then

‖RH‖L2 ¶ λ−1‖∆H‖L2 .

Proof. Let f0 ≡ 1, f1, f2, . . . be an orthogonal basis of L2 consisting of eigenfunc-
tions of ∆, and let λ0 < λ1 < λ2 ¶ . . . be the corresponding eigenvalues. If we
decompose H =

∑∞
j=0 b j f j, then ∆H =

∑∞
j=0λ j b j f j, and now the claim follows

from the Parseval identity. �
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By Lemmas 7.2 and 7.3 we have

(43)
ε2l‖∆lR‖L2 + ‖R‖L2 ¶ ε2lλ−1‖∆l+1F‖L2 +λ−1‖∆F‖L2

¶ C1N 1/2εn/2−2λ−1 = C1A−1N 1/2εn/2.

Hence
∫

M

�

ε4l(∆lR(x))2 + (R(x))2
�

dVol¶ C2
1 A−2Nεn.

Therefore for at least N/2 of the B j ’s we have
∫

B j

�

ε4l(∆lR(x))2 + (R(x))2
�

dVol¶ 2C2
1 A−2εn,

hence
ε2l‖∆lR|B j

‖L2 + ‖R|B j
‖L2 ¶ 2C1A−1εn/2,

and then Lemma 7.1 implies

‖R|B′j‖L∞ ¶ C2A−1,

where B′j = Beu(x j,ε).
We are now in a position to complete the proof of Theorem 1.10. If A is chosen

to be greater than 2C2, we conclude that for the function P = F − R and for at
least N/2 of the x j ’s we have

P(x j)¾ 1/2

and
P(x)¶ −1/2

for deu(x , x j) = ε/2. Also note that by (43), by Lemma 7.2 (used with k = 0),
and by the choice of A, we have

‖P‖L2 = ‖F − R‖L2 ¶ ‖F‖L2 + ‖R‖L2 ¶ C3N 1/2εn/2 ¶ C3a1/2
1 δ−1.

Hence the normalized function

f :=
P
‖P‖L2

has the property that for at least N/2 of the x j ’s we have

f (x j)¾ c1a−1/2
1 δ

and
f (x)¶ −c1a−1/2

1 δ

for deu(x , x j) = ε/2. Moreover, by (40) we have

N/2¾
1
4

a1δ
−2ε−n =

1
4

a1A−n/2δ−2λn/2.
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Now recall that we can first choose A= 2C2. Then choose a1 > 0 small enough
so that we have a1 < c2

1 and (41) holds. Then choose a := a1/2
1 A−n/4 (according

to (42)). Note that these choices of A, a1 can be done so that they depend only
on (M , g, U , l,φ) and hence so does a. As a result we get

N/2¾
1
4

a2δ−2λn/2,

which implies (6) with c = 1
4 a2 and λ instead of λ+ 1 (note that the right hand

side being positive implies that (38) is satisfied). We can then replace λ by λ+1
in (6) by further decreasing c.

�
We conclude this section by a few remarks.

Remark 7.4. To simplify exposition we stated Theorem 1.10 for the Laplace-
Beltrami operator. Using similar ideas it is not hard to extend it to arbitrary non-
negative self-adjoint elliptic pseudo-differential operators on a closed manifold.

Remark 7.5. Recall that Theorem 1.2 gives the bound

(44) mr( f ,δ)¶
C1

δn/k
(λ+ 1)n/2 + C2

for every f ∈ Fλ with ‖ f ‖L2 = 1 and any δ > 0, where 0 ¶ r < n and k > n/2.
By Theorems 1.2 and 1.15, bounds of the same form hold also for zr( f ,δ) and
Nδ( f ). Theorem 1.10 implies sharpness of (44) if we fix δ > 0 and send λ to
infinity. (See Remark 7.6 for the case r > 0.) Let us now discuss the sharpness
in δ. To this end we compare max{1,δ2}−1 in Theorem 1.10 to δ−n/k in (44).
For the regime 0 < δ ¶ 1, since we can choose k arbitrarily large, we get that
Theorem 1.10 implies “almost sharpness” of (44) in terms of δ. Namely for
every ε > 0, we can obtain δ−ε in (44). Also, in some cases, such as the circle
or more generally the flat torus Rn/Zn, one cannot improve the example given
by the theorem: generic trigonometric polynomals of degree ¶ k have no more
than Ckn critical points.

In the regime δ � 1, Theorem 1.10 does not imply sharpness (or almost
sharpness) of (44) as stated, since k > n/2 is an integer. However it should
not be hard to generalize our approach to non-integer k (see Remark 1.17) and
obtain (44) for any real k with 2k > n, which by Theorem 1.10 is “almost sharp"
in this regime as well. Namely, for every ε > 0, we can obtain δ−2+ε in (44).

Remark 7.6. Note that the proof of Theorem 1.10 also provides the same lower
bound for zn−1( f ,δ). Moreover, by making a different choice of the function φ
from the proof, we get lower bound for each mr , zr when 0 ¶ r < n. Namely,
instead of taking a point and a sphere around it, we can take an r-dimensional
sphere, and require thatφ = 1 at any point on the r-sphere, whileφ = −1 at any
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point from the boundary of its tubular neighbourhood. Instead of the r-sphere
we can of course take another r-dimensional closed submanifold.

8. COARSE NODAL ESTIMATES AND THE MAYER-VIETORIS ARGUMENT

Here we derive an alternative coarse nodal estimate for the union of nodal
sets (see inequality (47) below) and compare it with the one coming from the
product of the eigenfunctions (see Section 8.3).

8.1. Preliminaries. Let V, W be non-negatively supported persistence modules,
that is Ws = Vs = 0 for all s < 0, which are multiplicatively C-interleaved with
C > 1. This means that for every s > 0 the compositions

Vs→WCs→ VC2s, Ws→ VCs→WC2s

are the persistence morphisms in V and W , respectively.
Recall from Section 3 that for δ > 0, N 0

δ
(V ) denotes the number of bars of V

of length > δ starting at 0 (see Equation (15)), and Nδ(V ) is the number of all
bars of V of length > δ.

Proposition 8.1.

(45) N 0
δ
(V )≤N 0

δ/C(W ) .

Proof. Indeed, the bars starting at 0 cannot be discarded under the multiplica-
tive C-matching between the barcodes. The result follows from the isometry
theorem. �

8.2. Mayer-Vietoris for thickened nodal sets. Let E → M be a vector bundle
with an inner product over a Riemannian manifold M . For the sake of simplicity,
we are interested in a pair (as opposed to an arbitrary tuple) of sections f , g :
M → E. Put F(c) = {|| f ||< c}, G(c) = {||g||< c}. Consider persistence modules

U f = H∗(F(c)), Ug = H∗(G(c)), V = H∗(F(c)∪ G(c)), W = H∗−1(F(c)∩ G(c)) .

These modules are non-negatively supported and we have the piece

U f ⊕ Ug → V →W

of the Mayer-Vietoris sequence. By Corollary 3.14 we have

N 0
2δ(V, 2δ)≤N 0

δ
(W ) +Nδ(U f ) +Nδ(Ug) .

At the same time W is multiplicatively
p

2-interleaved with

W ′ = H∗−1(
Æ

|| f ||2 + ||g||2 < c) .

It follows from Proposition 8.1 that

N 0
δ
(W )≤N 0

δ/
p

2
(W ′) .
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Combining these inequalities we conclude that

(46) N 0
2δ(V )≤N

0
δ/
p

2
(W ′) +Nδ(U f ) +Nδ(Ug) .

Assume now that M is a surface (n = 2) and f , g are L2-normalized linear
combinations of eigenfunctions of the Laplacian in Fλ. Then by the coarse Be-
zout theorem

N 0
δ/
p

2
(W ′)≤ C1δ

−ε(λ+ 1) + C2

and by the coarse Courant theorem

Nδ(U f ) +Nδ(Ug)≤ C1δ
−ε(λ+ 1) + C2 .

Thus, (46) yields the following coarse nodal estimate for the minimum of the
absolute values of two eigenfunctions:

(47) N 0
δ
(V )≤ C1δ

−ε(λ+ 1) + C2 .

8.3. Product revisited. In the notations of the previous section, introduce the
bundle E ⊗ E with the inner product coming from E. Put

h(x) := || f (x)⊗ g(x)||= || f (x)|| · ||g(x)|| .
Consider the persistence module H := H∗({||h||< c}). Put

v(x) =min(|| f (x)||, ||g(x)||), K =max
x∈M
(|| f (x)||, ||g(x)||) .

With this notation

V = H∗(F(c)∪ G(c)) = H∗({||v||< c}) .

Proposition 8.2. N 0
δ
(H)≤N 0

δ/K(V ).

Proof. We have
v2 ≤ h≤ Kv

and hence for s < δ2 holds

{h< s} ⊂ {v <
p

s} ⊂ {v < δ} ⊂ {h< Kδ} .

Thus, the persistence map Hs → VKδ factors through Vps → Vδ. Taking s → 0,
we get the proposition. �

Corollary 8.3. Let M be a surface and f , g be L2-normalized linear combinations
of eigenfunctions of the Laplacian in Fλ and whose maximum does not exceed K,
Then

(48) N 0
δ
(H)≤ C1δ

−εKε(λ+ 1) + C2 .

This follows from (47) and Proposition 8.2.
Since by the Sobolev inequality and Proposition 6.1 the upper bound K can

be taken as ∼ (λ+1)(1+α)/2 for any fixed α > 0, taking ε small we get (λ+1)1+ε
′

in the right hand side of (48). Thus the approach presented above recovers the
bound on N 0

δ
(H) from Theorem 1.4 but does not improve it.
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Remark 8.4. In this section we have discussed the case where f , g are two sec-
tions and M is a surface. It would be interesting to provide an argument along
the same lines which works for an arbitrary tuple of sections and in arbitrary
dimension. It is likely that the key new ingredient in this approach would be
generalizing the coarse Bézout theorem for the coarse count z0 measured by
suitable fiberwise L2m-type norms of sections instead of their Euclidean norms.
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APPENDIX A. MORREY-SOBOLEV INEQUALITY ON A CUBE

Let Q be a cube of side-length r and diameter d =
p

nr. Let B ⊂Q be the ball
of radius r1 ≤ r/2 and diameter d1 = 2r1. We will prove Theorem 5.3, in fact
a more precise version thereof, by more carefully calculating the constants in
the results of Dupont-Scott [31], see also [45]. Recall that they first prove the
following averaged Taylor formula, where the function φ plays the role of the
mollifier with support B. Endow Rl with the Euclidean metric.

Proposition A.1. Letφ ∈ C∞c (B) be a smooth function with integral 1. Then every
f ∈ C∞(Q,Rl) can be written as

f = Tk( f ) + Rk( f ),

where Tk( f ) ∈ P l
k−1(Q) is a polynomial mapping of degree at most k− 1 given by

Tk( f )(x) =
∑

|α|<k

∫

B

φ(y)
∂α f (y)
α!

(x − y)αd y,

and the remainder term is given by

Rk( f )(x) =
∑

|α|=k

∫

Q

rα(x , y)
∂α f (y)
α!

d y,

rα(x , y) = k(x − y)αr(x , y)

r(x , y) =

∫ 1

0

s−n−1φ(x + s−1(y − x))ds.

They also prove the following estimates:

(49) |r(x , y)| ≤
dn

1

n
||φ||L∞ |x − y|−n,
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(50) |rα(x , y)| ≤
kdn

1

n
||φ||L∞ |x − y|k−n,

for all α with |α|= k.
Set Ik(x) = χB0(d)|x |

k−n, x 6= 0, where χB0(d) is the characteristic function of
the ball B0(d) of radius d around 0. Now for a continuous function g on Q,
extend it by 0 to Rn and set

Ik(g)(x) = Ik ∗ g(x) =

∫

Q

Ik(x − y)g(y)d y.

For us it is enough to estimate the uniform norm |Rk( f )|L∞ of the remainder.
We first estimate pointwise

|Rk( f )| ≤
∑

|α|=k

kdn
1

α!n
||φ||L∞ Ik(|∂α f |).

It is convenient to observe that we can take φ with ||φ||L∞ ≤ 2Cnd−n
1 for Cn =

2nω−1
n , where ωn = π

n
2 /Γ ( n

2 + 1) is the volume of the unit n-ball, which yields

|Rk( f )| ≤ 2k
Cn

n

∑

|α|=k

Ik(|∂α f |)
α!

.

(We could improve the coefficient 2 to 1+ ε for arbitrary ε > 0.)
It remains to use Young’s convolution inequality to estimate |Ik(g)| pointwise

in terms of the Lp norm of g, where k− n/p > 0, and apply this to g = |∂α f | for
multi-indices α with |α|= k. Indeed for 1/p+ 1/t = 1 we get

|Ik(g)|L∞ ≤ |Ik|L t |g|Lp .

We calculate |Ik|L t = (nωn

∫ d

0
r t(k−n)+n−1dr)1/t =

�

nωn
d t(k−n)+n

t(k−n)+n

�1/t
, the integra-

bility being ensured by t(k − n) + n − 1 > −1 ⇔ k − n > −n/t ⇔ k − n >
−n(1− 1/p)⇔ k− n/p > 0. In total, we obtain

|Rk( f )| ≤ 2k
Cn

n

�

nωn
d t(k−n)+n

t(k− n) + n

�1/t
∑

|α|=k

|∂α f |Lp

α!
,

for 1/p + 1/t = 1. Estimating5 every |∂α f |Lp by |Dk f |Lp , using the fact that
∑

|α|=k
1
α! =

nk

k! , and calculating the power of d =
p

nr, we get

(51) |Rk( f )| ≤ Bn,k,prk−n/p |D
k f |Lp

k!
,

5Using Hölder’s inequality at this point yields a more precise yet more complicated bound.
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for Bn,k,p = 2kCnnk/2−1−n/2p
�

nωn
t(k−n)+n

�1/t
nk with 1/t = 1− 1/p. This finishes the

proof. �
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operators in Morse and Floer theory. Mosc. Math. J., 17(4):757–786, 2017.

[64] L. Polterovich and M. Sodin. Nodal inequalities on surfaces. In Mathemat-
ical Proceedings of the Cambridge Philosophical Society, volume 143, pages
459–467. Cambridge University Press, 2007.

[65] S. Rempel and B. Schulze. Index Theory of Elliptic Boundary Problems.
Akademie Verlag, Berlin, 1982.

[66] M. Schmahl. Structure of semi-continuous q-tame persistence modules.
Homology Homotopy Appl., 24(1):117–128, 2022.

[67] M. Schwarz. Morse homology, volume 111 of Progress in Mathematics.
Birkhäuser Verlag, Basel, 1993.

[68] R. T. Seeley. Complex powers of an elliptic operator. In Singular Inte-
grals (Proc. Sympos. Pure Math., Chicago, Ill., 1966), pages 288–307. Amer.
Math. Soc., Providence, R.I., 1967.

[69] M. Shubin. Spectral theory of elliptic operators on noncompact manifolds.
Astérisque, 207(5), 1992.

[70] M. A. Shubin. Pseudodifferential operators and spectral theory. Springer-
Verlag, Berlin, second edition, 2001. Translated from the 1978 Russian

69



original by Stig I. Andersson.
[71] P. Skraba and K. Turner. Wasserstein stability for persistence diagrams.

Preprint, arXiv:2006.16824, 2020.
[72] M. E. Taylor. Partial differential equations. 1, Basic theory. Springer, 1996.
[73] The Stacks project authors. The Stacks project. https://stacks.math.

columbia.edu/tag/0594, 2022.
[74] H. Triebel. Theory of function spaces. II, volume 84 of Monographs in Math-

ematics. Birkhäuser Verlag, Basel, 1992.
[75] M. Usher and J. Zhang. Persistent homology and Floer–Novikov theory.

Geom. Topol., 20(6):3333–3430, 2016.
[76] O. Y. Viro. Construction of multicomponent real algebraic surfaces. In

Doklady Akademii Nauk, volume 248, pages 279–282. Russian Academy of
Sciences, 1979.

[77] A. Vituškin. On multi-dimensional variations (GITTL, Moscow). 1955.
[78] H. Whitney. Geometric integration theory. Princeton University Press,

Princeton, N. J., 1957.
[79] Y. Yomdin. Global bounds for the Betti numbers of regular fibers of differ-

entiable mappings. Topology, 24(2):145–152, 1985.
[80] A. Zomorodian and G. Carlsson. Computing persistent homology. Discrete

Comput. Geom., 33(2):249–274, 2005.

70

https://stacks.math.columbia.edu/tag/0594
https://stacks.math.columbia.edu/tag/0594

	1. Introduction and main results
	2. Preliminaries on persistence modules and barcodes
	3. Subadditivity of the bar counting function
	4. Multiscale polynomial approximation and cube counting
	5. The proof of the main result
	6. Proofs of Applications
	7. Proof of Theorem 1.10
	8. Coarse nodal estimates and the Mayer-Vietoris argument
	Acknowledgements
	Appendix A. Morrey-Sobolev inequality on a cube
	References

