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#### Abstract

We exhibit closed hyperbolic surfaces of genus 10 and 17 such that the multiplicity of the first nonzero eigenvalue of their Laplacian is larger than the maximum conjectured by Yves Colin de Verdière in 1986. In order to determine these multiplicities, we apply the twisted Selberg trace formula to the representations induced by the isometry groups of these surfaces on corresponding triangle groups.


## 1. Introduction

Let $\Sigma$ be a closed, connected, smooth manifold of dimension at least 1. For a Riemannian metric $h$ on $\Sigma$, let $\lambda_{1}(\Sigma, h)$ be the smallest nonzero eigenvalue of the Laplacian with respect to $h$ acting on smooth real-valued functions on $\Sigma$ and let $m_{1}(\Sigma, h)$ be its multiplicity, that is, the dimension of the corresponding eigenspace. Furthermore, consider

$$
\bar{m}_{1}(\Sigma):=\sup \left\{m_{1}(\Sigma, h): h \text { is a Riemannian metric on } \Sigma\right\} .
$$

In [CdV86] and [CdV87], Colin de Verdière conjectured that $\bar{m}_{1}(\Sigma)=\operatorname{chr}(\Sigma)-1$, where the chromatic number $\operatorname{chr}(\Sigma)$ is defined as the supremum of the natural numbers $n$ such that the complete graph on $n$ vertices embeds in $\Sigma$. By results from [Hea90], [RY68], and [AH77, AHK77], every finite graph embeddable in a surface $\Sigma$ can be colored with at most $\operatorname{chr}(\Sigma)$ colors so that adjacent vertices have different colors, hence the name.

Colin de Verdière's conjecture is true if $\operatorname{dim}(\Sigma)=1$, if $\operatorname{dim}(\Sigma) \geq 3$ [CdV86], or if $\Sigma$ is the 2-sphere [Che76], the 2-torus [Bes80], the projective plane [Bes80], or the Klein bottle [CdV87, Nad87]. Many efforts were made to try to prove the conjecture in general [Bes87, Sév02, LM23], but to no avail. We will show that the conjecture is in fact false.

Theorem 1.1. There exist closed, connected, orientable, hyperbolic surfaces $X_{10}$ and $X_{17}$, of genus 10 and 17 respectively, satisfying $m_{1}\left(X_{10}\right)=16>13=\operatorname{chr}\left(X_{10}\right)-1$ and $m_{1}\left(X_{17}\right)=21>16=\operatorname{chr}\left(X_{17}\right)-1$.

Note that the chromatic number of a closed connected surface $\Sigma$ different from the Klein bottle is $\left[\frac{1}{2}(7+\sqrt{49-24 \chi(\Sigma)})\right]$ by a result of Ringel and Youngs [RY68], where $\chi$ is the Euler characteristic. The chromatic number of the Klein bottle is equal to 6 rather than 7. In particular, if $\Sigma$ is orientable of genus $g$, then its chromatic number is equal to $\left\lfloor\frac{1}{2}(7+\sqrt{48 g+1})\right\rfloor$, which yields the right-hand side equalities in Theorem 1.1.
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Figure 1. Upper and lower bounds on the largest multiplicity among hyperbolic surfaces of genus $g$ between 2 and 20 . The green curve is based on numerical results that have been verified rigorously in genus 2 and 3 [FBP23a], 7 [Lee23], 10 and 17 (present paper).

The surfaces $X_{10}$ and $X_{17}$ in Theorem 1.1 are ( $2,3,8$ )- and ( $2,3,7$ )-triangle surfaces which happen to be normal covers of the Bolza and Klein surfaces in genus 2 and 3, respectively. They were discovered by Émile Gruda-Mediavilla with the help of Mathieu Pineault during a summer research project supervised by Maxime Fortier Bourque. The goal of the project was to compute $\lambda_{1}$ and $m_{1}$ numerically for all triangle surfaces of genus 2 to 20 using the computer program FreeFEM++. The largest approximate multiplicity we found in each genus is shown in Figure 1 together with Colin de Verdière's conjectured maximum and the upper bound from [FBP23b] (valid for hyperbolic surfaces only).
1.1. Outline of proof. We now describe how we prove that $m_{1}\left(X_{10}\right)$ and $m_{1}\left(X_{17}\right)$ are as large as observed numerically. These techniques will be applied in a forthcoming paper to confirm the remaining multiplicities in Figure 1. In [FBP23a], it was shown that the Bolza surface $B$ and the Klein quartic $K$ satisfy $m_{1}(B)=3$ and $m_{1}(K)=8$ using the representation theory of their isometry groups and the Selberg trace formula. The idea is that the eigenspaces of the Laplacian can be decomposed into direct sums of irreducible representations (irreps) of the isometry group (or any of its subgroups). If the irreducible representations of small dimension can be ruled out from appearing in the eigenspace corresponding to $\lambda_{1}$, that forces $m_{1}$ to be large. The proof of Theorem 1.1 is based on the same general idea but uses improved methods to exclude representations.

The surfaces $X_{10}$ and $X_{17}$ happen to be chiral, meaning that all their isometries are orientation-preserving. The dimensions of the irreducible representations of Isom ${ }^{+}\left(X_{10}\right)$ and $\operatorname{Isom}^{+}\left(X_{17}\right)$ over $\mathbb{R}$ are

$$
1,1,2,3,3,4,4,4,8,8,16 \text { and } 1,6,6,6,7,7,7,8,14,21,21
$$

(see Appendix A) while the corresponding dimensions for $\operatorname{Isom}^{+}(B)$ and $\operatorname{Isom}^{+}(K)$ are

$$
1,1,2,3,3,4,4,4 \text { and } 1,6,6,6,7,8
$$

There is a reason why the second lists are subsets of the first. Since the covers $X_{10} \rightarrow B$ and $X_{17} \rightarrow K$ are normal, they induce homomorphisms between the groups of orientationpreserving isometries, and therefore any irreducible representation for the base surface gives rise to an irreducible representation of the same dimension for the cover. Moreover, the eigenfunctions appearing in these induced representations are simply lifts of eigenfunctions on the base surface, hence they correspond to the same eigenvalue. Any non-trivial eigenvalue of $X_{10}$ or $X_{17}$ coming from such induced representations must therefore be at least as large as $\lambda_{1}(B) \approx 3.838$ or $\lambda_{1}(K) \approx 2.678$ respectively. However, previous upper bounds from [FBP23b, Table 3] imply that $\lambda_{1}\left(X_{10}\right) \leq 1.223$ and $\lambda_{1}\left(X_{17}\right) \leq 0.969$. Hence, this already rules out most of the irreducible representations from appearing in the first eigenspace. For $X_{10}$ there are only two irreps of dimension 8 left to exclude and for $X_{17}$ there are two of dimension 7 and one of dimension 14.

How does one rule out these additional irreps? In [FBP23a] and [FBP23b], Courant's nodal theorem was used to exclude 1-dimensional irreps under certain conditions and some ad hoc methods were used to exclude 2-dimensional irreps for the Bolza surface, following [Coo18] and [Jen81]. The Selberg trace formula was also used to prove bounds on the number of eigenvalues in certain intervals for the Klein quartic, yielding the result that $m_{1}(K)=8$. However, this method would not work here since there could be two nearby eigenvalues whose multiplicities add up to $16=8+8$ or $21=7+14$.

The additional ingredient required is the twisted Selberg trace formula. This version of the trace formula yields information on the eigenvalues associated with individual representations of the isometry group. By applying it to the irreducible representations of non-maximal dimension with suitable test functions, we show that the corresponding eigenvalues are strictly larger than the first positive eigenvalue of the surface. This implies that $m_{1}\left(X_{10}\right) \geq 16$ and $m_{1}\left(X_{17}\right) \geq 21$, and previous upper bounds on multiplicity imply that equality holds in both cases. Note that this method rules out all the irreducible representations except the top-dimensional ones, so we do not even need the above argument regarding the representations induced by the Bolza and Klein surfaces in the end.
1.2. Notes and comments. We conclude the introduction by pointing out that although Colin de Verdière's conjecture turns out to be false, it would be interesting to know if it is asymptotically true. In particular, is it true that $\bar{m}_{1}(\Sigma)=O(\sqrt{|\chi(\Sigma)|}+1)$ ?

The best known constructions [BC85, CCdV88] achieve this rate of growth with hyperbolic surfaces. To achieve higher multiplicity than in [BC85] using representation theory, one would need to build regular covers of a base orbifold where several large-dimensional irreps of the deck group are forced to appear together in the first eigenspace. Just one irrep is not enough because their dimension is bounded by the square root of the cardinality of the group, which is proportional to the Euler characteristic.

The best known upper bound on $\bar{m}_{1}$ without restrictions on the metric when $\chi(\Sigma)<0$ is $5-\chi(\Sigma)$ [Sév02]. This was improved to $2 g-1$ for hyperbolic surfaces of large enough
genus $g$ in [FBP23b] and a sublinear upper bound was obtained in [LM23] for pinched negatively curved surfaces with injectivity radius bounded away from zero.

Acknowledgements. We thank the FreeFEM++ [Hec12], SageMath [The21], Arb [Joh17], and GAP [GAP22] developers for making the calculations in this paper possible.

Funding. MFB was partially supported by a Discovery Grant from the Natural Sciences and Engineering Research Council of Canada (NSERC), EGM was supported by an Undergraduate Student Research Award from NSERC, and MP was supported by a Master's Training Scholarship from the Fonds de Recherche du Québec Nature et Technologies and a Canada Graduate Scholarship from NSERC.

## 2. Spectral theory of co-compact Fuchsian groups

In this section, we review some of the spectral theory of cocompact Fuchsian groups. Our discussion is mostly based on [Hej76] and [CP23], to which we refer for details and a more complete overiew. Our standing assumptions will be:

- $\Gamma<\operatorname{PSL}(2, \mathbb{R})$ is a co-compact (but not necessarily torsion-free) Fuchsian group,
- $\Lambda<\Gamma$ is a normal subgroup of finite index,
- $G=\Gamma / \Lambda$ is the quotient group,
- $\rho: \Gamma \rightarrow G$ is the quotient map.

These hypotheses imply that there is a normal branched cover $\Lambda \backslash \mathbb{H}^{2} \rightarrow \Gamma \backslash \mathbb{H}^{2}$ with deck group $G$. In the cases that interest us, $\Lambda \backslash \mathbb{H}^{2}$ will be a triangle surface, $G$ its group of orientation-preserving isometries, and $\Gamma$ the corresponding triangle group, so that the quotient $\Gamma \backslash \mathbb{H}^{2}$ is the double of a hyperbolic triangle across its boundary.

We also let $\mathbb{F}$ be either $\mathbb{R}$ or $\mathbb{C}$. Usually, the Laplacian is taken to act on real-valued functions, but the definition extends to complex-valued functions by linearity. It is more natural to use $\mathbb{R}$ in spectral geometry, but more convenient to use $\mathbb{C}$ in representation theory.
2.1. Twisted Laplacians. Let $C^{\infty}\left(\Lambda \backslash \mathbb{H}^{2}\right)$ be the space of smooth $\mathbb{F}$-valued $\Lambda$-invariant functions on $\mathbb{H}^{2}$, let $\Delta$ be the Laplacian acting on such functions, and let $\operatorname{spec}\left(\Lambda \backslash \mathbb{H}^{2}\right)$ denote the spectrum of $\Delta$ as a multiset, where eigenvalues are listed with multiplicity.

The group $G$ acts on $\Lambda \backslash \mathbb{H}^{2}$ by isometries so that the induced action on $C^{\infty}\left(\Lambda \backslash \mathbb{H}^{2}\right)$ by precomposition commutes with the Laplacian. This implies that the eigenspaces of the Laplacian can be decomposed into irreducible representations of $G$. We will describe this decomposition using twisted Laplacians. Since the quotient of $\Lambda \backslash \mathbb{H}^{2}$ by $G$ is $\Gamma \backslash \mathbb{H}^{2}$, the objects in question will be defined over that smaller quotient.

Let $V$ be a finite-dimensional vector space over $\mathbb{F}$ equipped with a Hermitian inner product and let $\varphi: \Gamma \rightarrow \operatorname{GL}(V)$ be a unitary representation. We write $C^{\infty}\left(\Gamma \backslash \mathbb{H}^{2}, \varphi\right)$ for the space of smooth functions $F: \mathbb{H}^{2} \rightarrow V$ such that

$$
F(\gamma(z))=\varphi(\gamma)(F(z)), \quad \text { for all } z \in \mathbb{H}^{2} \text { and all } \gamma \in \Gamma \text {. }
$$

We can extend the definition of the Laplacian to $C^{\infty}\left(\Gamma \backslash \mathbb{H}^{2}, \varphi\right)$ by making it act coordinatewise with respect to an orthonormal basis for $V$ and this twisted Laplacian is denoted by $\Delta_{\varphi}$. The hypothesis that $\varphi$ is unitary is used so that $\varphi(\gamma)$ is an isometry, hence commutes with $\Delta_{\varphi}$, so that $\Delta_{\varphi} F$ satisfies the same equivariance property as $F$, i.e., belongs to $C^{\infty}\left(\Gamma \backslash \mathbb{H}^{2}, \varphi\right)$ as well. We write $\operatorname{spec}\left(\Gamma \backslash \mathbb{H}^{2}, \varphi\right)$ for the spectrum of $\Delta_{\varphi}$.

If $\varphi=\phi \circ \rho$ is induced by a unitary representation $\phi: G \rightarrow \mathrm{GL}(V)$ via the quotient map $\rho: \Gamma \rightarrow G$, then we write $\operatorname{spec}\left(\Gamma \backslash \mathbb{H}^{2}, \phi\right)$ instead of $\operatorname{spec}\left(\Gamma \backslash \mathbb{H}^{2}, \varphi\right)$.
2.2. The decomposition. Let $\operatorname{Irr}(G)$ be the set of (equivalence classes of) irreducible representations of $G$ over $\mathbb{F}$, chosen to be unitary (which is always possible by Weyl's trick). The decomposition of $\operatorname{spec}\left(\Lambda \backslash \mathbb{H}^{2}\right)$ into irreducible representations of $G$ can be written as follows.

Proposition 2.1. If $\Lambda<\Gamma$ are co-compact Fuchsian groups and $G=\Gamma / \Lambda$ is finite, then

$$
\operatorname{spec}\left(\Lambda \backslash \mathbb{H}^{2}\right)=\bigcup_{\phi \in \operatorname{Irr}(G)} \operatorname{dim}_{\mathbb{F}}(\phi) \cdot \operatorname{spec}\left(\Gamma \backslash \mathbb{H}^{2}, \phi\right)
$$

as multisets.

Here, multiplying a multiset by $d$ means multiplying the multiplicities by $d$. For a proof of this proposition, see for instance [CP23, Sections 3.8 and 3.9]. Technically, our set-up is slightly different from that of Cornelissen and Peyerimhoff: they consider the spectrum of the Laplacian on a Riemannian manifold. However, their proof goes through for orbifolds as well. The only minor difference is how the spaces $C^{\infty}\left(\Lambda \backslash \mathbb{H}^{2}\right)$ and $C^{\infty}\left(\Gamma \backslash \mathbb{H}^{2}, \varphi\right)$ are defined.
2.3. The twisted Selberg trace formula. In order to access the spectra appearing on the right-hand side of Proposition 2.1, we will use the twisted Selberg trace formula. To state it, we need some further notation.

Given an integrable function $f: \mathbb{R} \rightarrow \mathbb{C}$, its Fourier transform $\widehat{f}$ is given by

$$
\widehat{f}(y)=\int_{-\infty}^{\infty} f(x) e^{-i y \cdot x} d x
$$

We will call $f$ admissible if it is even and there exists an $\varepsilon>0$ such that $\widehat{f}$ is holomorphic on a strip $\mathcal{S}_{\varepsilon}=\left\{z \in \mathbb{C} ;|\operatorname{Im}(z)|<\frac{1}{2}+\varepsilon\right\}$ and

$$
\widehat{f}(y)=O\left((1+|y|)^{-2-\varepsilon}\right)
$$

in $\mathcal{S}_{\varepsilon}$.
If $\Gamma<\mathrm{PSL}(2, \mathbb{R})$ is a cocompact Fuchsian group, $\varphi: \Gamma \rightarrow \mathrm{GL}(V)$ is a finite-dimensional unitary representation, and $f$ is an admissible function, then the twisted Selberg trace
formula (see [Hej76, p. 351]) states that

$$
\begin{align*}
\sum_{\lambda \in \operatorname{spec}\left(\Gamma \backslash \mathbb{H}^{2}, \varphi\right)} \widehat{f}\left(\sqrt{\lambda-\frac{1}{4}}\right)= & \operatorname{dim}(\varphi) \frac{\operatorname{area}\left(\Gamma \backslash \mathbb{H}^{2}\right)}{4 \pi} \int_{-\infty}^{\infty} y \widehat{f}(y) \tanh (\pi y) d y  \tag{2.1}\\
& +\sum_{[\gamma] \in \mathcal{E}(\Gamma)} \frac{\operatorname{tr}(\varphi(\gamma))}{2 m(\gamma) \sin (\theta(\gamma))} \int_{-\infty}^{\infty} \frac{e^{-2 \theta(\gamma) y}}{1+e^{-2 \pi y}} \widehat{f}(y) d y \\
& +\sum_{[\gamma] \in \mathcal{P}(\Gamma)} \ell(\gamma) \sum_{n \geq 1} \frac{\operatorname{tr}\left(\varphi\left(\gamma^{n}\right)\right)}{2 \sinh (n \ell(\gamma) / 2)} f(n \ell(\gamma))
\end{align*}
$$

Here,

- $\mathcal{E}(\Gamma)$ denotes the set of conjugacy classes of elliptic elements in $\Gamma$,
- for an elliptic element $\gamma \in \Gamma, m(\gamma)$ denotes its order and $\theta(\gamma)$ denotes half the angle of rotation, i.e., is such that $\gamma$ is conjugate to

$$
\left[\begin{array}{cc}
\cos (\theta(\gamma)) & \sin (\theta(\gamma)) \\
-\sin (\theta(\gamma)) & \cos (\theta(\gamma))
\end{array}\right] \in \operatorname{PSL}(2, \mathbb{R})
$$

- $\mathcal{P}(\Gamma)$ denotes the set of conjugacy classes of primitive hyperbolic elements in $\Gamma$,
- for a hyperbolic element $\gamma \in \Gamma, \ell(\gamma)$ denotes its translation length on $\mathbb{H}^{2}$.

Moreover, on the left-hand side (the spectral side) we may use any of the two branches of the square root, because $\widehat{f}$ is even.

We will write $\mathcal{G}(\Gamma, \phi, f)$ for the right-hand side (the geometric side) of the twisted Selberg trace formula (2.1) in the case that $\varphi$ is induced by $\phi: G \rightarrow \mathrm{GL}(V)$.
2.4. Simplifications in the trace formula. It is possible to express the geometric side of the trace formula entirely in terms of the function $f$ (instead of its Fourier transform $\widehat{f}$ ). In our application, $f$ will be compactly supported, so writing the geometric side in terms of it will make the integrals that appear easier to estimate rigorously.

The identity and elliptic terms on the geometric side of (2.1) can be written as:

$$
\int_{-\infty}^{\infty} y \widehat{f}(y) \tanh (\pi y) d y=-\int_{-\infty}^{\infty} \frac{f^{\prime}(x)}{\sinh (x / 2)} d x
$$

and

$$
\frac{1}{2 \sin (\theta)} \int_{-\infty}^{\infty} \frac{e^{-2 \theta \cdot y}}{1+e^{-2 \pi y}} \widehat{f}(y) d y=\int_{0}^{\infty} \frac{\cosh (x / 2)}{\cosh (x)-1+2 \sin (\theta)^{2}} f(x) d x
$$

see [Hej76, p. 27-28, 450].

## 3. ExCluding representations

In this section, we explain how to prove lower bounds on the eigenvalues of the Laplacian twisted by an irreducible representation $\phi$. In view of Proposition 2.1, this implies that $\phi$ cannot appear in an eigenspace of $\Delta$ on $\Lambda \backslash \mathbb{H}^{2}$ for eigenvalues below such a bound. We will apply this criterion in Section 5 to exclude all but the top-dimensional irreducible
representations from appearing in the eigenspaces corresponding to $\lambda_{1}\left(X_{10}\right)$ and $\lambda_{1}\left(X_{17}\right)$, where $X_{10}$ and $X_{17}$ are the surfaces from Theorem 1.1.
3.1. The criterion. Our main tool for excluding representations is derived from the twisted Selberg trace formula. A similar criterion is behind the method of BookerStrömbergsson [BS07] to which we will come back below. We still assume that $\Lambda<\Gamma$ are co-compact Fuchsian groups and $G=\Gamma / \Lambda$ is finite as in Section 2.

Proposition 3.1. Let $\phi \in \operatorname{Irr}(G)$, let $\lambda>0$, and suppose that there exists an admissible function $f: \mathbb{R} \rightarrow \mathbb{R}$ such that $\widehat{f}\left(\sqrt{\mu-\frac{1}{4}}\right) \geq 0$ for all $\mu \geq 0$ and

$$
\widehat{f}\left(\sqrt{\lambda-\frac{1}{4}}\right)> \begin{cases}\mathcal{G}(\Gamma, \phi, f) & \text { if } \phi \text { is non-trivial } \\ \mathcal{G}(\Gamma, \phi, f)-\widehat{f}(i / 2) & \text { if } \phi \text { is trivial. }\end{cases}
$$

Then $\lambda \notin \operatorname{spec}\left(\Gamma \backslash \mathbb{H}^{2}, \phi\right)$.
Proof. Suppose for a contradiction that $\lambda \in \operatorname{spec}\left(\Gamma \backslash \mathbb{H}^{2}, \phi\right)$. By the twisted Selberg trace formula (2.1) and the non-negativity hypothesis on $\widehat{f}$, we have

$$
\widehat{f}\left(\sqrt{\lambda-\frac{1}{4}}\right) \leq \sum_{\mu \in \operatorname{spec}\left(\Gamma \backslash \mathbb{H}^{2}, \phi\right)} \widehat{f}\left(\sqrt{\mu-\frac{1}{4}}\right)=\mathcal{G}(\Gamma, \phi, f),
$$

which is a contradiction if $\phi$ is non-trivial. If $\phi$ is trivial, then $0 \in \operatorname{spec}\left(\Gamma \backslash \mathbb{H}^{2}, \phi\right)$ so that we have

$$
\widehat{f}(i / 2)+\widehat{f}\left(\sqrt{\lambda-\frac{1}{4}}\right) \leq \sum_{\mu \in \operatorname{spec}\left(\Gamma \backslash \mathbb{H}^{2}, \phi\right)} \widehat{f}\left(\sqrt{\mu-\frac{1}{4}}\right)=\mathcal{G}(\Gamma, \phi, f),
$$

which is again a contradiction.
In practice, we will use the same function $f$ for all $\lambda$ in some interval $(0, b]$, which will prove that $\operatorname{spec}\left(\Gamma \backslash \mathbb{H}^{2}, \phi\right) \cap(0, b]=\varnothing$.
3.2. Test functions. Given $d>0$, we define the following admissible pair

$$
f_{d}(x)=\left(\frac{1}{2 d} \chi_{[-d, d]}\right)^{* 4}(x) \quad \text { and } \quad \widehat{f}_{d}(y)=\frac{\sin (d \cdot y)^{4}}{(d \cdot y)^{4}}
$$

where $\chi_{[-d, d]}$ denotes the characteristic function of the interval $[-d, d]$ and the exponent $* 4$ denotes the fourfold convolution product of the function with itself. An elementary computation yields that

$$
f_{d}(x)= \begin{cases}\frac{1}{12 d}\left(4-\frac{3}{2 d^{2}} x^{2}+\frac{3}{8 d^{3}}|x|^{3}\right) & \text { if } 0 \leq|x| \leq 2 d \\ \frac{1}{12 d}\left(2-\frac{|x|}{2 d}\right)^{3} & \text { if } 2 d \leq|x| \leq 4 d \text { and } \\ 0 & \text { otherwise }\end{cases}
$$

In particular,

$$
\operatorname{supp}\left(f_{d}\right)=[-4 d, 4 d] .
$$

The method of Booker-Strömbergsson [BS07] is based on functions that are linear combinations of shifts of test functions of this type. This method is very effective for estimating the spectrum of hyperbolic orbifolds and has been applied in various other contexts since [LL22a, LL22b, LL21, BMP23, GPSDX23]. We initially applied this method here as well, but then realized that just one test function was enough for our purposes.

Observe that $\widehat{f}_{d}$ is non-negative on the real and imaginary axes. Furthermore, it is increasing along the positive imaginary axis and decreasing on the interval $[0, \pi / d]$, so that $\widehat{f}_{d}(\sqrt{\lambda-1 / 4})$ is decreasing for $\lambda \in\left[0,(\pi / d)^{2}+1 / 4\right]$. It follows that if the inequality in Proposition 3.1 is satisfied at $\lambda=b \leq(\pi / d)^{2}+1 / 4$, then it is also satisfied for every $\lambda \in(0, b]$.

The fact that $f_{d}$ has compact support is useful for us, because it means that if we know all the elliptic conjugacy classes and all the conjugacy classes of primitive hyperbolic elements of translation length at most $4 d$ in our Fuchsian group $\Gamma$, then we can compute the geometric side $\mathcal{G}\left(\Gamma, \phi, f_{d}\right)$ in the twisted Selberg trace formula. Since $X_{10}$ and $X_{17}$ are triangle surfaces, the corresponding Fuchsian groups (that will play the role of $\Lambda$ ) are normal subgroups of triangle groups (that will play the role of $\Gamma$ ). In that case, the conjugacy classes of elliptic elements are simply the conjugacy classes of the standard generators $x, y, z$ (see Section 4.3) and their powers. In the next section, we will explain how to list the primitive hyperbolic conjugacy classes of small translation length in these groups.

## 4. Generating conjugacy classes

Given a cocompact Fuchsian group $\Gamma<\operatorname{PSL}(2, \mathbb{R})$ and a real number $L>0$, we need an algorithm that lists the distinct conjugacy classes of primitive hyperbolic elements in $\Gamma$ with translation length at most $L$. Such an algorithm is described in [HW94] for hyperbolic 3 -orbifolds and is used in the computer program SnapPy. The same algorithm works in dimension 2 as well. We describe this algorithm with minor modifications below.

The idea is to generate enough elements in $\Gamma$ to cover a ball of a certain radius $R=R(L)$ around a basepoint $x_{0} \in \mathbb{H}^{2}$ by images of a fundamental domain. We then check for conjugacy between all pairs of hyperbolic elements with translation length at most $L$ via the elements in the previous list. Finally, we delete the conjugacy classes of non-primitive elements by checking if they are (conjugate to) powers of other elements. Throughout, we use interval arithmetic to make numerical calculations rigorous.
4.1. The word problem. To test for conjugacy, we first need to be able to test whether two elements $f, g \in \Gamma$ are equal. In theory, this should be easy: for any fixed pair of distinct points $x_{0}, x_{1} \in \mathbb{H}^{2}$, we have that $f=g$ if and only if they agree on $x_{0}$ and $x_{1}$.

The problem comes when we try to do this on the computer, where arbitrary real numbers cannot be represented exactly. Instead, we represent elements of $\Gamma$ as 2 by 2 matrices whose entries lie in certain intervals with exact endpoints. All calculations performed subsequently keep track of correct intervals containing the answers by rounding upper and lower bounds appropriately. This is called interval arithmetic.

The drawback is that we only know elements of $\Gamma$ up to a certain precision, but the redeeming feature is that $\Gamma$ is discrete, so we can still tell elements apart if the precision is good enough. To be precise, fix two distinct points $x_{0}$ and $x_{1}$ and let $\delta_{j}$ be the smallest distance between two distinct points in the $\Gamma$-orbit of $x_{j}$. If $f, g \in \Gamma$, we want to determine if $f\left(x_{0}\right)=g\left(x_{0}\right)$ and $f\left(x_{1}\right)=g\left(x_{1}\right)$, which is equivalent to

$$
d\left(f\left(x_{0}\right), g\left(x_{0}\right)\right)<\delta_{0} \quad \text { and } \quad d\left(f\left(x_{1}\right), g\left(x_{1}\right)\right)<\delta_{1} .
$$

On the other hand, if either distance is strictly positive, then $f \neq g$. In theory, if there is too much imprecision on $f\left(x_{j}\right)$ or $g\left(x_{j}\right)$, then the computer might not be able to decide if the above inequalities hold or not, but we have not encountered that possibility in practice.

We will apply the above criterion when $\Gamma$ is a triangle group, where we take $x_{0}$ and $x_{1}$ to be fixed points of elliptic elements and $\delta_{0}$ and $\delta_{1}$ can be computed explicitly.
4.2. The conjugacy problem. Let $F \subset \mathbb{H}^{2}$ be a compact fundamental domain for $\Gamma$. If $\gamma \in \Gamma$ is hyperbolic, we denote its translation axis (the geodesic between its two fixed points at infinity) by $\operatorname{axis}(\gamma)$. If $h \in \Gamma$, then observe that $\operatorname{axis}\left(h \gamma h^{-1}\right)=h(\operatorname{axis}(\gamma))$. Since for every $y \in \mathbb{H}^{2}$ there is some $h \in \Gamma$ such that $h(y) \in F$, any hyperbolic element $\gamma \in \Gamma$ has a conjugate $h \gamma h^{-1}$ whose axis intersects $F$. If $D$ is the diameter of $F$ and $x_{0} \in F$ is some basepoint, then in particular the axis of $h \gamma h^{-1}$ is within distance $D$ of $x_{0}$. In [HW94], Hodgson and Weeks make this more efficient by using the largest distance from $x_{0}$ to an edge of $F$ instead of the diameter, assuming that $F$ is a Dirichlet fundamental domain.

Although there are more hyperbolic elements whose axis passes within distance $D$ of $x_{0}$ than whose axis intersects $F$, the former condition is easier to test.

Lemma 4.1. Let $\gamma \in \operatorname{PSL}(2, \mathbb{R})$ be a hyperbolic element with translation length $\ell$, let $x_{0} \in \mathbb{H}^{2}$, and let $\delta$ be the distance between $x_{0}$ and $\operatorname{axis}(\gamma)$. Then

$$
\sinh \left(d\left(x_{0}, \gamma\left(x_{0}\right)\right) / 2\right)=\sinh (\ell / 2) \cosh (\delta)
$$

Proof. Form a Saccheri quadrilateral with $x_{0}, \gamma\left(x_{0}\right)$ and their orthogonal projections onto $\operatorname{axis}(\gamma)$, then divide it into two congruent Lambert quadrilaterals along its axis of symmetry. The resulting Lambert quadrilateral has a short side of length $\ell / 2$, the opposite side of length $d\left(x_{0}, \gamma\left(x_{0}\right)\right) / 2$, and the longer of the two remaining sides of length $\delta$. The equation stated is Formula 2.3.1(v) in [Bus10, p.454] applied to this quadrilateral.

This means that we do not have to compute the translation axes of hyperbolic elements, nor do we need to check if they intersect the sides of the fundamental domain $F$. These operations would be cumbersome on the computer given that the elements of $\Gamma$ are not represented exactly.

By Lemma 4.1, to generate all hyperbolic elements in $\Gamma$ of translation length at most $L$ whose axes pass within distance $D$ from $x_{0}$ it suffices to generate all the elements that move $x_{0}$ by distance at most

$$
r=2 \operatorname{arcsinh}(\sinh (L / 2) \cosh (D)) .
$$

In other words, it suffices to generate a set $E \subset \Gamma$ such that $\bigcup_{\gamma \in E} \gamma(F)$ contains the closed ball of radius $r$ around $x_{0}$, which is something we can test by computing the minimum
distance from $x_{0}$ to any side of $\bigcup_{\gamma \in E} \gamma(F)$. Note that our formula for $r$ is smaller than the one used in [HW94] because we are working in dimension 2. In dimension 3, a hyperbolic element can act as a screw motion along an axis, which increases the distance between $x_{0}$ and $\gamma\left(x_{0}\right)$.

The next thing we need is a stopping criterion to test for conjugacy between hyperbolic elements in the set $E$.

Lemma 4.2. Suppose that $\alpha, \beta \in \Gamma$ are conjugate hyperbolic elements of translation length $\ell$ whose axes intersect the closed ball of radius $D$ around $x_{0} \in \mathbb{H}^{2}$. Then there is some $h \in \Gamma$ such that $\beta=h \alpha h^{-1}$ and

$$
d\left(x_{0}, h\left(x_{0}\right)\right) \leq 2 \operatorname{arccosh}(\cosh (\ell / 4) \cosh (D))
$$

Proof. Let $h_{0} \in \Gamma$ be an element that conjugates $\alpha$ and $\beta$. Then $h_{0}(\operatorname{axis}(\alpha))=\operatorname{axis}(\beta)$. In particular,

$$
d\left(h_{0}\left(x_{0}\right), \operatorname{axis}(\beta)\right)=d\left(x_{0}, \alpha\right) \leq D
$$

Let $z$ be the point on $\operatorname{axis}(\beta)$ closest to $x_{0}$ and let $w_{0}$ be the orthogonal projection of $h_{0}\left(x_{0}\right)$ onto that axis. Observe that we can replace $h_{0}$ with $h=\beta^{k} h_{0}$ for any $k \in \mathbb{Z}$ and still have $\beta=h \alpha h^{-1}$. Choose $k$ in such a way that $w=\beta^{k}\left(w_{0}\right)$ satisfies $d(z, w) \leq \ell / 2$. If $m$ is the midpoint between $z$ and $w$, then

$$
d\left(x_{0}, h\left(x_{0}\right)\right) \leq d\left(x_{0}, m\right)+d\left(m, h\left(x_{0}\right)\right) .
$$

Each of the last two distances is the hypothenuse of a right triangle with legs of length at most $\ell / 4$ and $D$. The stated inequality then follows from the hyperbolic Pythagorean theorem [Bus10, Equation 2.2.2(i), p.454].

The conclusion is that it suffices to generate enough elements to cover the ball of radius

$$
R=\max \{2 \operatorname{arcsinh}(\sinh (L / 2) \cosh (D)), 2 \operatorname{arccosh}(\cosh (L / 4) \cosh (D))\}
$$

around $x_{0}$ by translates of $F$ in order to solve our problem. We explain how to do this efficiently in the special case where $\Gamma$ is a (2,3,r)-triangle group with $r \geq 7$ in the next subsection.
4.3. An explicit automatic structure for some triangle groups. For integers $p, q, r \geq$ 2 with $\frac{1}{p}+\frac{1}{q}+\frac{1}{r}<1$, the $(p, q, r)$-triangle group $T(p, q, r)$ (unique up to conjugation in $\operatorname{PSL}(2, \mathbb{R}))$ is the group generated by rotations $x, y, z$ of counterclockwise angles $\frac{2 \pi}{p}, \frac{2 \pi}{q}$, and $\frac{2 \pi}{r}$ around the vertices of a triangle $\tau_{0}$ in $\mathbb{H}^{2}$ with interior angles $\frac{\pi}{p}, \frac{\pi}{q}$, and $\frac{\pi}{r}$ appearing in this order counterclockwise around $\tau_{0}$. This group is discrete and cocompact, and admits the presentation

$$
T(p, q, r) \cong\left\langle x, y, z: x^{p}=y^{q}=z^{r}=x y z=\mathrm{id}\right\rangle .
$$

To generate elements of a group efficiently, it is useful to do it without redundancy, especially when the group has exponential growth. This is precisely what automatic structures are for. Note that every cocompact Fuchsian group is word-hyperbolic and every word-hyperbolic group is automatic (see e.g. $\left[\mathrm{ECH}^{+} 92\right.$, Section 3.4]). There also exist algorithms to compute finite state automata for such groups (see [ECH ${ }^{+}$92, Chapter 5]
and [EH00]). However, it is more convenient if automata are readily available. For triangle groups $T(p, q, r)$ with $p, q, r \geq 6$, explicit automatic structures were found in [Pfe08]. This does not cover the cases $T(2,3,7)$ and $T(2,3,8)$ that we need. An automaton for $T(2,3,7)$ was described without proof in [CKK22, Example 1] and is used in the video game HyperRogue. We generalize this automaton to groups $T(2,3, r)$ with $r \geq 7$ and provide a proof below. The automaton also works for the triangle group $T(2,3,6)$ acting on the euclidean plane.

Let $A, B$, and $C$ be the centers of rotation of $x, y$, and $z$ respectively (the vertices of $\tau_{0}$ ) and let $F$ be the union of $\tau_{0}$ with its reflection about the geodesic through $A$ and $C$. This is a fundamental domain for the action of $T(p, q, r)$ in general. It is also true that $F$ is a Dirichlet fundamental domain for any point in the interior of the segment between $A$ and $C$. However, it seems more natural to use $x_{0}=C$ as basepoint when applying the results of subsection 4.2 due to the symmetries of the tiling of $\mathbb{H}^{2}$ by $(p, q, r)$-triangles.

If $p=2$ (in which case $F$ is an isoceles triangle) and $q=3$, then $P_{0}=\bigcup_{k=0}^{r-1} z^{k}(F)$ is a regular $r$-gon with interior angles $2 \pi / 3$. The distinct images of $P_{0}$ by $T_{r}=T(2,3, r)$ form a tiling $\mathcal{P}$ of $\mathbb{R}^{2}$ or $\mathbb{H}^{2}$ and the elements of $T_{r}$ are in bijection with the oriented edges in this tiling. Concretely, the identity element is associated to the edge $e_{0}$ of $F$ opposite to the vertex $C$ and oriented so that $F$ is to its left, and then any element $g \in T_{r}$ is associated to the edge $g\left(e_{0}\right)$.

Observe that it is more natural for $T_{r}$ (or any group) to act on the right on oriented edges (or images of any fixed object). That is, suppose that $g$ acts on $e_{0}$ in a certain way, say by rotating it by $\pi$ around its midpoint (as $x$ does) or moving it to the next edge forward and to the left in the tiling (as $z$ does). Then to perform the same movement from an oriented edge $f\left(e_{0}\right)$ in the tiling, we must apply the conjugate transformation $f g f^{-1}$ on the left, which yields the edge $f g\left(e_{0}\right)$. One way to say this is that a group acts on images of a given object by instructions on the right. Therefore, if an element $w \in T_{r}$ is written as a word in the generators $x$ and $z$, then the edge $w\left(e_{0}\right)$ is obtained by starting with $e_{0}$ and then applying the instructions given by the letters in $w$, read from left to right.

To generate $T_{r}$, the basic idea is to start with the polygon $P_{0}$ and move to the adjacent polygons using the rotations of angle $\pi$ around the midpoints of its edges to obtain the adjacent polygons. Once we enter a new polygon, we go around its edges by rotating around its center. At each step, we want to cover all the polygons adjacent to the previous polygons, but only once.

The finite state automaton we use for $T_{r}$ has four states $\mathrm{L}(\mathrm{eft}), \mathrm{M}(\mathrm{iddle}), \mathrm{R}(\mathrm{ight}), \mathrm{I}(\mathrm{n})$ in addition to the initial state $\varnothing$. The possible transitions between different states are given in Figure 2. For the purpose of generating the group, one could merge the states I and R into a single one, but it is useful to keep them separate in order to compute the boundary of the region of the tiling covered after some number of iterations.

Let us describe what the automaton does in words instead of using the formal terminology from the theory of automata. We start with the set $E_{1}:=\left\{\mathrm{id}, z, \ldots, z^{r-1}\right\}$ whose elements are all assigned the label M except for the identity which has the label $\varnothing$. Then for each $n \geq 1$, the next generation $E_{n+1}$ is defined as the union of the children of all the elements $g \in E_{n}$, with the following rules:


Figure 2. A picture of the automaton generating the elements of $T(2,3, r)$. We have drawn the partial automaton (i.e., without dead states). The initial state (center) and the states L, M, R, I are all accepted. Multiplication is on the right and the empty word represents the identity.
(1) if $g$ has label I or R, then $g$ has no children;
(2) otherwise, the children of $g$ are $g x z^{j}$ for $0 \leq j \leq r-1$, with the following labels:
(a) $g x z^{r-1}, g x$, and $g x z$ have label I;
(b) $g x z^{2}$ has label R ;
(c) if $g$ has label M or $\varnothing$, then $g x z^{j}$ has label M if $3 \leq j \leq r-3$ and L if $j=r-2$;
(d) if $g$ is L, then $g x z^{j}$ has label M if $3 \leq j \leq r-4$, L if $j=r-3$, and I if $j=r-2$.

We now prove that this is indeed an automaton for the group $T_{r}$.

Proposition 4.3. For every $r \geq 6$, the above automaton eventually generates every element of the triangle group $T(2,3, r)$ and it does so exactly once.

Proof. Since the map from $T_{r}=T(2,3, r)$ to polygons in the tiling $\mathcal{P}$ sending $g \in T_{r}$ to $g\left(P_{0}\right)$ is $r$-to- 1 and since every element $g$ with descendents has $r$ children $g x z^{j}$ for $0 \leq j \leq r-1$ all yielding the same polygon, it suffices to check that every polygon in $\mathcal{P}$ except $P_{0}$ is obtained exactly once as the first-born child $g x\left(P_{0}\right)$ of an element $g$. Note that $g\left(P_{0}\right)$ and $g x\left(P_{0}\right)$ are adjacent along the side $g\left(e_{0}\right)$.

For every $n \geq 1$, let $\mathcal{L}_{n}=\bigcup_{g \in E_{n}} g\left(P_{0}\right)$ be the union of the polygons produced at generation $n$. We will prove by induction that
(1) $\mathcal{L}_{n}$ is the union of polygons adjacent to the outer boundary of $\mathcal{L}_{n-1}$;
(2) the outer boundary of $\mathcal{L}_{n}$ consists of the edges of generation $n$ that are labelled L , M , or R ;
(3) $\mathcal{L}_{n}$ forms a cycle of polygons, meaning that each polygon in $\mathcal{L}_{n}$ is adjacent to (shares a side with) exactly two others in $\mathcal{L}_{n}$;
(4) each polygon in $\mathcal{L}_{n}$ is the first-born child $g x\left(P_{0}\right)$ of a unique element $g$ in $E_{n-1}$; for every $n \geq 2$.

The statements are obvious for $n=2$, where $\mathcal{L}_{2}$ is formed of the $r$ polygons adjacent to $\mathcal{L}_{1}=P_{0}$. For every $g \in E_{1}$, the side $g x\left(e_{0}\right)$ of $g x\left(P_{0}\right)$ is on the inner boundary of $\mathcal{L}_{2}$ while the sides $g x z^{ \pm 1}\left(e_{0}\right)$ are shared with the two neighboring polygons $g z^{ \pm 1} x\left(P_{0}\right)$. The remaining sides of $\mathcal{L}_{2}$ form a cycle whose labels form the string $\left(\mathrm{LM}^{r-5} \mathrm{R}\right)^{r}$, when read clockwise (see Figure 3 for an example). Furthermore, the $r$ polygons $g x\left(P_{0}\right)$ for $g \in E_{1}$ are distinct.

Suppose the above statements are true for $n=k \geq 2$ and let us prove them for $n=k+1$. We will prove them in order.
Proof of (1): By item (2), then only active elements in $E_{k}$ (those with label L or M) are on the outer boundary. This implies that $\mathcal{L}_{k+1}$ is contained in the union of polygons adjacent to the outer boundary of $\mathcal{L}_{k}$. It remains to show that the polygons adjacent to the edges labelled R are also contained in $\mathcal{L}_{k+1}$. This is true because the edge $g\left(e_{0}\right)$ following an edge $s$ with label R in $\partial \mathcal{L}_{k}$ in clockwise order is the first exposed edge of the following polygon in the cycle, hence is labelled L . Therefore, the polygon $g x\left(P_{0}\right)$ is produced at generation $k+1$, and this polygon is adjacent to both $g\left(e_{0}\right)$ and $s$ since there are only three polygons around each vertex in $\mathcal{P}$. This proves that (1) holds for $n=k+1$.

Proof of (2): Again using item (2), the labels along the outer boundary of $\mathcal{L}_{k}$ form a cycle of strings of the form $\mathrm{LM}^{r-5} \mathrm{R}$ or $\mathrm{LM}^{r-6} \mathrm{R}$ (see Figure 3 for an example). Observe that each such string corresponds to the (consecutive) outer edges of a single polygon $P$ in $\mathcal{L}_{k}$. The polygons adjacent to $P$ across the L and M sides therefore form a sequence, each adjacent to the next. Furthermore, the polygon $Q$ adjacent to $P$ through the L side contains the R edge of the preceeding string $s$, so that it is adjacent to the last polygon in the corresponding sequence of polygons. This means that the sequences of polygons link up nicely, and they form a closed cycle because the outer boundary of $\mathcal{L}_{k}$ closes up.

For each of these strings $\mathrm{LM}^{m} \mathrm{R}$, and for each edge $g\left(e_{0}\right)$ with label M in that string, the edge $g x\left(e_{0}\right)$ is on the inner boundary of $\mathcal{L}_{k+1}$ while $g x z^{ \pm 1}\left(e_{0}\right)$ are shared between consecutive polygons in $\mathcal{L}_{k+1}$, hence are in the interior. For the edge $g\left(e_{0}\right)$ with label L , $g x\left(e_{0}\right)$ and $g x z^{-1}\left(e_{0}\right)$ are both on the inner boundary $\left(g x z^{-1}\left(e_{0}\right)\right.$ coincides with the edge labelled R in the preceeding string), while $g x z\left(e_{0}\right)$ and $g x z^{-2}\left(e_{0}\right)$ are in the interior. This is why all these edges are labelled I according to our rules. As such, (2) holds for $n=k+1$.
Proof of (3): Now, consider the edges labelled L, M, or R in $\mathcal{L}_{k+1}$. By the last two paragraphs, these form a closed loop $\alpha$ in the hyperbolic plane, following the outer boundary of a cycle of polygons. However, this cycle of polygons could in principle be not embedded, meaning that two polygons far apart in the cycle could be adjacent or even coincide. To prove that it is embedded, observe that the interior angles of $\alpha$ are $2 \pi / 3$ except at junctions


Figure 3. The labels assigned to edges on the outer boundary of some layers in the tiling associated with the triangle group $T(2,3,6)$. The remaining edges are all labelled I.
between R and L edges, where the interior angle is $4 \pi / 3$. Replace each such inward corner by the geodesic between its endpoints. This increases the interior angle at the adjacent vertices, but by not more than $\frac{\pi}{6}+\frac{\pi}{6}$, for a total of at most $\frac{2 \pi}{3}+\frac{\pi}{6}+\frac{\pi}{6}=\pi$. The resulting curve is therefore convex, hence embedded, and therefore so is $\alpha$. It follows that the cycle of polygons in $\mathcal{L}_{k+1}$ is also embedded, completing the proof of (3) for $n=k+1$.

Proof of (4): By construction, our cycle of polygons was obtained as the set of first-born children of the L and M elements in $E_{k}$. We have just shown that these are all distinct, which is statement (4) for $n=k+1$ and completes the induction step.

Now consider the set $U=\bigcup_{n=1}^{\infty} \mathcal{L}_{n}$. This set is open since $\bigcup_{n=1}^{m} \mathcal{L}_{n}$ is in the interior of $\bigcup_{n=1}^{m+1} \mathcal{L}_{n}$ by item (1) above. It is also complete. Indeed, suppose that $\left(z_{k}\right)_{k=1}^{\infty}$ is a Cauchy sequence in $U$. By shifting the sequence we may assume that its diameter is at most the length of any edge in the tiling $\mathcal{P}$. Thus, if $z_{1} \in \bigcup_{n=1}^{m} \mathcal{L}_{n}$ then the entire sequence is contained in $\bigcup_{n=1}^{m+1} \mathcal{L}_{n}$, which is compact, hence complete. We conclude that the sequence $\left(z_{k}\right)_{k=1}^{\infty}$ converges in $U$, so that $U$ is complete. In particular, $U$ is closed. Since $\mathbb{R}^{2}$ and $\mathbb{H}^{2}$ are connected and $U$ is non-empty, $U$ is equal to the whole space.

We conclude that every polygon $P$ in $\mathcal{P} \backslash P_{0}$ is contained in some $\mathcal{L}_{n}$. Since the layers $\mathcal{L}_{j}$ all have disjoint interiors, $n$ is unique and the parents of $P$ are necessarily contained in $E_{n-1}$ by (1). Lastly, the parent is unique by (4).

We use this automaton to generate elements in the group $T(2,3, r)$ until we cover a large enough ball around the point $x_{0}=C$ to capture all conjugacy classes of hyperbolic elements of translation length at most $L$ (and test for conjugacy between them). In order
to compute the inner radius of the region covered after $n$ generations, we use the fact that its boundary is the set of edges in the last generation with labels different from I. We then measure the distance from $C$ to each of these edges and take the minimum. Since the distance function is convex, the distance from $C$ to an edge $e$ is either the height of the triangle with base $e$ and opposite vertex $C$, or the minimum of the lengths of the two other edges, depending on whether the altitude is contained in the triangle or not.

The resulting algorithm is implemented in the Jupyter notebook generate_classes (to be used with SageMath) attached as an ancillary file with the arXiv version of this paper. The program outputs lists of primitive conjugacy classes up to any desired translation length for any $r \geq 7$. These lists of conjugacy classes are then fed as input in two other programs to compute the geometric side of the twisted Selberg trace formula for the irreducible representations of the orientation-preserving isometry groups of the surfaces $X_{10}$ and $X_{17}$.

## 5. Finishing the proof

In this last section, we combine the ingredients of the previous sections to prove Theorem 1.1. We first describe the surfaces $X_{10}$ and $X_{17}$ and recall the strategy of proof. We then explain which part the computer does for us and how these calculations imply the result.
5.1. The surfaces. We have not fully described the surfaces $X_{10}$ and $X_{17}$ from Theorem 1.1 yet. They are defined as $X_{g}=\Lambda_{g} \backslash \mathbb{H}^{2}$ for some torsion-free finite-index normal subgroups $\Lambda_{10}<T(2,3,8)$ and $\Lambda_{17}<T(2,3,7)$. In turn, these groups are defined as the normal closures

$$
\Lambda_{10}=\left\langle\left\langle(z y x z)^{2} y z^{-1} x y^{-1} z^{-2} x z\right\rangle\right\rangle^{T(2,3,8)}
$$

and

$$
\begin{aligned}
& \Lambda_{17}=\left\langle\left\langle z^{-3} x y z^{-3},\right.\right. \\
& \qquad x z y x y x y^{-1} z^{-1} x y^{-1} z^{-1} x y^{-1} z^{-1} x y^{-1} z^{-1} x y^{-1} z^{-1} x y^{-1} z^{-1}, \\
& \\
& \left.\left.\quad z y x z y z^{-1} x z y^{-1} z^{-1} x y^{-1} z^{-2} x z y^{-1} z^{-1} x y^{-1} z^{-2} x z\right\rangle\right\rangle^{T(2,3,7)}
\end{aligned}
$$

where $x, y$, and $z$ are the standard generators of order $p, q$, and $r$ in $T(p, q, r)$. We also write $G_{10}:=T(2,3,8) / \Lambda_{10}$ and $G_{17}:=T(2,3,7) / \Lambda_{17}$.

These groups were taken from the list [Con15] of all triangle surfaces of genus at most 101 calculated by Conder using algorithms explained in [Con84]. The groups $G_{10}$ and $G_{17}$ appear as T10.1 and T17.1 in Conder's list.

For completeness, we verify that $X_{10}$ and $X_{17}$ are indeed surfaces without cone points and of the correct genera 10 and 17 in the Jupyter notebooks verify_genus_10 and verify_genus_17 attached as ancillary files with the arXiv version of this paper. We also use SageMath and GAP to compute the character tables of $G_{10}$ and $G_{17}$; the results can be found in Appendix A.
5.2. Set-up and strategy. First, we fix the parameters that will appear in the proof.

- We set $\lambda_{1}^{\max }(10)=1.223$ and $\lambda_{1}^{\max }(17)=0.969$.
- We set $\Gamma_{10}=T(2,3,8)$ and $\Gamma_{17}=T(2,3,7)$.
- $\mu_{10}=16$ and $\mu_{17}=21$ are the multiplicities we want to prove (the maximal dimensions of irreps of $G_{10}$ and $G_{17}$ ).
- The parameter $d$ we choose equals $L / 4$ (so that $f_{d}$ has support $[-L, L]$ ), where $L=3$ is the translation length up to which we list the primitive hyperbolic conjugacy classes in $\Gamma_{10}$ and $\Gamma_{17}$.
Note that $\lambda_{1}^{\max }(17)<\lambda_{1}^{\max }(10)<17.795 \approx\left(\frac{\pi}{d}\right)^{2}+\frac{1}{4}$ so that $\widehat{f}_{d}\left(\sqrt{\lambda-\frac{1}{4}}\right)$ is decreasing on the interval $\left(0, \lambda_{1}^{\max }(g)\right]$ for $g \in\{10,17\}$. Our goal is then to prove that $\widehat{f}_{d}\left(\sqrt{\lambda_{1}^{\max }(g)-\frac{1}{4}}\right)$ is strictly larger that the right-hand side in Proposition 3.1 for all irreducible representations $\phi$ of $G_{g}$ of real dimension less than $\mu_{g}$. This requires estimating the different terms on the geometric side of the twisted Selberg trace formula with sufficient precision.
5.3. Formal verification. We have performed the formal verification of the inequalities we are after using SageMath. The full code is available in the ancillary files verify_genus_10 and verify_genus_17. We outline the steps here:
(1) We use the interface to GAP in order to determine all the irreducible representations of the groups $G_{g}$ for $g \in\{10,17\}$. We have decided to work over $\mathbb{R}$, so we convert the characters GAP gives us to real characters (using [Ser77, Proposition 39]).
(2) We use interval arithmetic and our lists of primitive hyperbolic conjugacy classes generated by the file generate_classes to estimate the last sum in $\mathcal{G}\left(\Gamma_{g}, \phi, f_{d}\right)$.
(3) For the elliptic and identity terms, we use the formulas in terms of $f_{d}$ from Section 2.4; this avoids having to estimate indefinite integrals. The integrals that do appear are treated using interval arithmetic as implemented in the Arb package. The integral for the identity term is slightly trickier because the integrand is a quotient of two functions that vanish at the origin. We use a Taylor approximation with error estimate near zero to get around this issue.
5.4. The proof. In this final subsection, we gather our results.

Proof of Theorem 1.1. By the results of our computer code (verifiy_genus_10 and verifiy_genus_17),
$\widehat{f}_{d}\left(\sqrt{\lambda-\frac{1}{4}}\right)> \begin{cases}\mathcal{G}\left(\Gamma_{g}, \phi, f_{d}\right) & \text { for all non-trivial } \phi \in \operatorname{Irr}\left(G_{g}\right) \\ \mathcal{G}\left(\Gamma_{g}, \phi, f_{d}\right)-\widehat{f}_{d}(i / 2) & \text { with } \operatorname{dim}_{\mathbb{R}}(\phi)<\mu_{g} \\ \text { for the trivial representation } \phi \in \operatorname{Irr}\left(G_{g}\right)\end{cases}$ at $\lambda=\lambda_{1}^{\max }(g)$ and therefore for all $\lambda \in\left(0, \lambda_{1}^{\max }(g)\right]$ as well, for both $g=10$ and $g=17$.

By Proposition 3.1, this means that $\operatorname{spec}\left(\Gamma_{g} \backslash \mathbb{H}^{2}, \phi\right)$ is disjoint from $\left(0, \lambda_{1}^{\max }(g)\right]$ for every $\phi \in \operatorname{Irr}\left(G_{g}\right)$ with $\operatorname{dim}_{\mathbb{R}}(\phi)<\mu_{g}$. Therefore, every eigenvalue in $\operatorname{spec}\left(\Lambda_{g} \backslash \mathbb{H}^{2}\right) \cap\left(0, \lambda_{1}^{\max }(g)\right]$ has multiplicity equal to a sum of dimensions $\operatorname{dim}_{\mathbb{R}}(\phi)$ for representations $\phi \in \operatorname{Irr}\left(G_{g}\right)$
of real dimension at least (hence equal to) $\mu_{g}$ by Proposition 2.1. We also know that $\lambda_{1}\left(X_{g}\right) \in\left(0, \lambda_{1}^{\max }(g)\right]$ by [FBP23b, Table 3], so that $m_{1}\left(X_{10}\right)=16 k_{10}$ and $m_{1}\left(X_{17}\right)=21 k_{17}$ for some integers $k_{10}, k_{17} \geq 1$. From [FBP23b, Table 5], we know that $m_{1}\left(X_{10}\right) \leq 20$ and $m_{1}\left(X_{17}\right) \leq 34$ (Sévennec's bound $2 g+3$ [Sév02] would also work), from which we conclude that $k_{10}=k_{17}=1$, hence $m_{1}\left(X_{10}\right)=16$ and $m_{1}\left(X_{17}\right)=21$ as required.

Remark 5.1. For $G_{17}$, our computer program is able to exclude the irreducible representation corresponding to $\chi_{11}$ in Table 2, so it is the irreducible representation corresponding to $\chi_{10}$ that appears in the first eigenspace.
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## Appendix A. Character tables

In this appendix, we present the character tables of the isometry groups $G_{10}$ and $G_{17}$ of $X_{10}$ and $X_{17}$. These were produced with the interface to GAP of SageMath. These tables list the irreducible characters over $\mathbb{C}$. We use [Ser77, Proposition 39] to determine whether the corresponding irreps are realizable over $\mathbb{R}$ or not. These computations can be found in the Jupyter notebooks verify_genus_10 and verify_genus_17.

|  | $\{e\}$ | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ | $C_{5}$ | $C_{6}$ | $C_{7}$ | $C_{8}$ | $C_{9}$ | $C_{10}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\chi_{1}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $\chi_{2}$ | 1 | -1 | 1 | 1 | 1 | 1 | -1 | -1 | 1 | 1 | -1 |
| $\chi_{3}$ | 2 | 0 | -1 | 2 | 2 | 2 | 0 | 0 | -1 | -1 | 0 |
| $\chi_{4}$ | 2 | 0 | -1 | 0 | -2 | 2 | $-\zeta_{8}-\zeta_{8}^{3}$ | 0 | 1 | -1 | $\zeta_{8}+\zeta_{8}^{3}$ |
| $\chi_{5}$ | 2 | 0 | -1 | 0 | -2 | 2 | $\zeta_{8}+\zeta_{8}^{3}$ | 0 | 1 | -1 | $-\zeta_{8}-\zeta_{8}^{3}$ |
| $\chi_{6}$ | 3 | -1 | 0 | -1 | 3 | 3 | 1 | -1 | 0 | 0 | 1 |
| $\chi_{7}$ | 3 | 1 | 0 | -1 | 3 | 3 | -1 | 1 | 0 | 0 | -1 |
| $\chi_{8}$ | 4 | 0 | 1 | 0 | -4 | 4 | 0 | 0 | -1 | 1 | 0 |
| $\chi_{9}$ | 8 | -2 | 2 | 0 | 0 | -1 | 0 | 1 | 0 | -1 | 0 |
| $\chi_{10}$ | 8 | 2 | 2 | 0 | 0 | -1 | 0 | -1 | 0 | -1 | 0 |
| $\chi_{11}$ | 16 | 0 | -2 | 0 | 0 | -2 | 0 | 0 | 0 | 1 | 0 |

Table 1. The character table of $G_{10}$. In this table, $\zeta_{8}=e^{i \pi / 4}$. The columns correspond to conjugacy classes and the rows to irreducible characters. $\chi_{4}$ and $\chi_{5}$ are not realizable over $\mathbb{R}$ and give rise to real irreps of twice their complex dimension. All the other irreps are realizable over $\mathbb{R}$.

|  | $\{e\}$ | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ | $C_{5}$ | $C_{6}$ | $C_{7}$ | $C_{8}$ | $C_{9}$ | $C_{10}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\chi_{1}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $\chi_{2}$ | 3 | 3 | -1 | -1 | -1 | 1 | 0 | 0 | $\zeta_{7}^{3}+\zeta_{7}^{5}+\zeta_{7}^{6}$ | $\zeta_{7}+\zeta_{7}^{2}+\zeta_{7}^{4}$ | 1 |
| $\chi_{3}$ | 3 | 3 | -1 | -1 | -1 | 1 | 0 | 0 | $\zeta_{7}+\zeta_{7}^{2}+\zeta_{7}^{4}$ | $\zeta_{7}^{3}+\zeta_{7}^{5}+\zeta_{7}^{6}$ | 1 |
| $\chi_{4}$ | 6 | 6 | 2 | 2 | 2 | 0 | 0 | 0 | -1 | -1 | 0 |
| $\chi_{5}$ | 7 | 7 | -1 | -1 | -1 | -1 | 1 | 1 | 0 | 0 | -1 |
| $\chi_{6}$ | 7 | -1 | 3 | -1 | -1 | 1 | 1 | -1 | 0 | 0 | -1 |
| $\chi_{7}$ | 7 | -1 | -1 | -1 | 3 | -1 | 1 | -1 | 0 | 0 | 1 |
| $\chi_{8}$ | 8 | 8 | 0 | 0 | 0 | 0 | -1 | -1 | 1 | 1 | 0 |
| $\chi_{9}$ | 14 | -2 | 2 | -2 | 2 | 0 | -1 | 1 | 0 | 0 | 0 |
| $\chi_{10}$ | 21 | -3 | 1 | 1 | -3 | -1 | 0 | 0 | 0 | 0 | 1 |
| $\chi_{11}$ | 21 | -3 | -3 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | -1 |

Table 2. The character table of $G_{17}$. In this table, $\zeta_{7}=e^{2 i \pi / 7} . \chi_{2}$ and $\chi_{3}$ are not realizable over $\mathbb{R}$ and give rise to real irreps of twice their complex dimension. All the other irreps are realizable over $\mathbb{R}$.
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