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#### Abstract

We consider assortment of cooperators or defectors within groups by assuming that group founders express a preference for other group members that are identical-by-type to them. Assuming pairwise interactions within groups and payoffs determined by a game matrix as in a repeated Prisoner's dilemma with strategies tit-for-tat (representing cooperation $C$ ) and always-defect (representing defection $D$ ), we show that the dynamics in an infinite population or a large finite population is described by a replicator equation or a diffusion approximation, respectively, as for random pairwise interactions in a well-mixed population with some effective game matrix involving coefficients of pairwise and tripletwise assortment. We deduce that an increase in the assortment level facilitates the evolution of cooperation based on stability properties in an infinite population as well as fixation probabilities in a finite population if selection is global so that groups contribute proportionally to their average payoffs, or if selection is local so that groups contribute equally, but in this case only if $C$ is risk dominant over $D$. Actually, in the latter case, an increase in the assortment level is less conducive to cooperation, and even opposes the evolution of cooperation, if $D$ is risk dominant over $C$. Moreover, we show that stochastic variability in the assortment level and/or the group size always facilitates the evolution of cooperation in the former case but not necessarily in the latter.


Keywords Fixation probability • One-third law of evolution • Diffusion approximation • Repeated Prisoner's Dilemma • Coefficients of assortment • Local replicator dynamics

Mathematics Subject Classification Primary 91A22; Secondary 92D15

[^0] Hilbe, Maria Kleshnina and Kateřina Staňková.

[^1]
## 1 Introduction

The evolution of cooperation remains one of the main topics studied in evolutionary game theory. The reason may be that, although cooperation is unequivocally widespread in natural populations, its evolution following its introduction as a mutant strategy raises challenging questions. As a matter of fact, while it is generally admitted that cooperation may be beneficial once fixed in a population, it is difficult to imagine that it can be advantageous when rare. This is well illustrated by the Prisoner's Dilemma (PD) in pairwise interactions with cooperation paying less than defection against defection [4]. Actually, in the PD game, cooperation pays less than defection against both cooperation and defection. Then, cooperation is completely dominated by defection and this makes impossible its maintenance at any frequency in the population. For such a maintenance to be possible, the average payoff to cooperation has to be higher and this will be the case if the situation is such that cooperation against cooperation will be used more often, or cooperation against defection less often. In a repeated PD game, for instance, the use of the sequential strategy tit-for-tat from one round to the next starting with cooperation can achieve this goal and it has proved to be very efficient against any other sequential strategy using cooperation or defection in each round (Axelrod [3], see Hofbauer and Sigmund [20], and references there in for further details). Other strategies that can have a similar effect have been studied later on such as the out-for-tat strategy starting with cooperation, also known as the opting-out strategy (see, e.g., Zhang et al. [56], Krivan and Cressman [23], Li and Lessard [36]). See also Nowak [42] and references therein for other mechanisms of reciprocity, direct or indirect involving reputation, reward or punishment, that can all favour the use of cooperation.

Another way to promote cooperation is to increase the frequency of encounters between individuals using cooperation, which will be the case if encounters between individuals using the same strategy occur more often than expected only by chance. This may be the result of constraints on the population structure or assortative pairing of individuals based on relatedness or type [5, 11, 17, 18, 52]. If interactions occur between relatives, for instance, the individuals can use the same strategy because they are identical-by-descent [37]. But in other models, interacting individuals can use the same strategy just because they were assorted so by choice. Then, they could be said identical-by-assortment. Note that in both cases, the interacting individuals are identical-by-type but they can also be so only by chance.

With random pairwise interactions in an infinite well-mixed population, tit-for-tat is locally stable against always-defect in a repeated PD game under the replicator dynamics if the number of rounds is large enough (Taylor and Jonker [50]; see, e.g., Hofbauer and Sigmund [20]). However, always-defect is locally stable too, and therefore tit-for-tat cannot increase in frequency when rare. In a finite population, however, the payoffs at all the possible population states come into play in the determination of fixation probabilities and these can turn out in the advantage of tit-for-tat. Actually, the one-third law of evolution predicts that under the most common updating rules from one time step to the next the probability for tit-for-tat to fix in the population following its introduction as a single mutant exceeds its neutral fixation probability if its average payoff is larger than the average payoff to always-defect when the frequency of tit-for-tat is $1 / 3$ [21,28, 33, 41]. Moreover, if this occurs when the frequency of tit-for-tat is $1 / 2$, then this fixation probability for tit-for-tat exceeds the corresponding one for always-defect. All these are conditions that may contribute to the evolution of cooperation.

A group structure has often been considered in evolutionary game theory to study conditions for the evolution of cooperation in an infinite population. Ohtsuki [43], for instance, assumed pairwise interactions within groups, so that average payoffs are linear functions, and

[^2]partial dispersal, so that interacting individuals may be related. On the other hand, Hilbe [19] considered local selection within groups (soft selection) instead of global selection (hard selection) in the case of complete dispersal. All these assumptions and more were taken into account in Lessard [30] for an infinite population as well as in Lessard [32] for a finite population. Note that, using a generalization of tit-for-tat based on the number of cooperators in a repeated $n$-player PD game with a linear payoff function, Boyd and Richerson [6] had shown that conditions for the evolution of cooperation in an infinite population are usually less restrictive when groups are small and formed of relatives (e.g., sibs). In general, of course, the average payoffs may nonlinearly depend on the number of cooperators (see, e.g., [1, 7, 51]). Recently, Kristensen et al. [24] studied a threshold public goods game under global selection in an infinite population. Following Ohtsuki [44], three models of assortment within groups based on identity-by-descent were considered: leader-driven, members attract, members recruit. The leader-driven group-formation model was shown to be the most conducive to the evolution of cooperation by promoting both the invasion and persistence of cooperators.

In this paper, we will assume that group founders express a preference for other group members which are identical-by-type to them, which is analogous to the leader-driven assortment model. This will create a bias for groups of individuals of the same type. Assuming pairwise interactions within groups and payoffs determined by a game matrix as in a repeated PD game with tit-for-tat and always-defect as strategies, we will address the effect of the assortment level on conditions that can promote the evolution of cooperation in an infinite population under the replicator dynamics as well as in a finite population using a diffusion approximation. Stochastic variability in the assortment level and the group size will also be considered. Two different assumptions on group contributions will be made: contributions proportional to the average payoffs in the groups as a result of global selection and equal contributions irrespective of the group types as a result of local selection.

## 2 Distribution of Types Within Groups

We consider groups of $k$ interacting individuals in a large (finite or infinite) population. There are two types of individuals in the population, $C$ and $D$, and the fitness (or reproductive success) of a focal individual will depend not only on its own type but also on the types of the other group members with whom the focal individual can interact.

We will say that a group is of type $i$ if it contains $i$ individuals of type $C$ and $k-i$ individuals of type $D$, and use $z_{i}$ to denote the frequency of groups of type $i$ present in the population, for $i=0,1, \ldots, k$. Let $Z$ represent the random variable for the number of individuals of type $C$ in a group chosen at random. If $x$ is the frequency of type $C$ in the whole population, then we have

$$
\begin{equation*}
\frac{\mathbb{E}[Z]}{k}=\sum_{i=0}^{k} z_{i} \frac{i}{k}=x \tag{1}
\end{equation*}
$$

from which $\mathbb{E}[Z]=k x$.
The perceived distribution of groups by an individual of a given type differs from the distribution of $Z$ (see, e.g., [7, 45]). In fact, the probability for an individual of type $C$ chosen at random to be in a group with $i$ other individuals of type $C$ and $k-1-i$ individuals of
type $D$ is

$$
\begin{equation*}
p_{C}(i)=\frac{(i+1) z_{i+1}}{\sum_{l=0}^{k-1}(l+1) z_{l+1}}=\frac{(i+1) z_{i+1}}{k x}, \tag{2}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
p_{D}(i)=\frac{(k-i) z_{i}}{k(1-x)} \tag{3}
\end{equation*}
$$

is the probability for an individual of type $D$ to be in a group with $k-1-i$ other individuals of type $D$ and $i$ individuals of type $C$, for $i=0,1, \ldots, k-1$.

Note that we have $p_{D}(i)=p_{C}(i)$ for $i=0,1, \ldots, k-1$ if and only if

$$
\begin{equation*}
z_{i}=\frac{k!}{i!(k-i)!} x^{i}(1-x)^{k-i} \tag{4}
\end{equation*}
$$

for $i=0,1, \ldots, k-1$, which means that $Z$ follows a binomial distribution with parameters $k$ and $x$. This situation corresponds to the case where groups are formed by random sampling with replacement of $k$ individuals in a population in which the frequency of $C$ is $x$ and the frequency of $D$ is $1-x$. We will refer to this situation as the neutral-assortment model. Let us recall that sampling with replacement is equivalent to sampling without replacement in an infinite population, while the difference becomes negligible in a finite population in the limit of a large population size.

In the general case, if $X_{C}$ represents the number of individuals of type $C$ in the same group as a randomly selected individual of type $C$, then its expected value defined as $\mathbb{E}\left[X_{C}\right]=$ $\sum_{i=0}^{k-1} i p_{C}(i)$ is given by

$$
\begin{align*}
\mathbb{E}\left[X_{C}\right] & =\frac{1}{k x}\left(\sum_{i=0}^{k-1}(i+1)^{2} z_{i+1}-\sum_{i=0}^{k-1}(i+1) z_{i+1}\right) \\
& =\frac{\mathbb{E}\left[Z^{2}\right]-\mathbb{E}[Z]}{k x} \\
& =\frac{\operatorname{Var}[Z]+\mathbb{E}[Z]^{2}-\mathbb{E}[Z]}{k x} \\
& =k x-1+\frac{\operatorname{Var}[Z]}{k x} \tag{5}
\end{align*}
$$

where $\operatorname{Var}[Z]$ denotes the variance of $Z$. Similarly, we have

$$
\begin{equation*}
\mathbb{E}\left[X_{D}\right]=\sum_{i=0}^{k-1} i p_{D}(i)=k x-\frac{\operatorname{Var}[Z]}{k(1-x)}, \tag{6}
\end{equation*}
$$

where $X_{D}$ designates the number of individuals of type $C$ in the same group as a randomly selected individual of type $D$.

The variance of $Z$ can be interpreted as a measure of the tendency for individuals of the same type to aggregate in the same groups. Indeed, for two distinct individuals randomly selected from the same (also) randomly selected group, let us define

$$
I_{i}=\left\{\begin{array}{l}
1 \text { if individual } i \text { is of type } C  \tag{7}\\
0 \text { if individual } i \text { is of type } D
\end{array}\right.
$$

## Birkhäuser

for $i=1,2$. Then, the covariance between $I_{1}$ and $I_{2}$ is given by

$$
\begin{align*}
\operatorname{Cov}\left[I_{1}, I_{2}\right] & =\sum_{i=1}^{k} z_{i} \frac{i}{k} \frac{i-1}{k-1}-x^{2} \\
& =\frac{\mathbb{E}\left[Z^{2}\right]-\mathbb{E}[Z]}{k(k-1)}-x^{2} \\
& =\frac{\operatorname{Var}[Z]}{(k-1) k}-\frac{x(1-x)}{k-1} . \tag{8}
\end{align*}
$$

If this covariance is negative, individuals of the same type tend to be in different groups. On the other hand, if it is positive, they tend to flock to the same groups. It is equal to 0 in the neutral-assortment model.

## 3 Assortment of Types by Group Founders

In this section, we deduce a probability distribution for group types (as given by the random variable $Z$ ) from reasonable assumptions that produce an assortment of types within groups that is analogous to the leader-driven model in Kristensen et al. [24].

We assume that each group of size $k$ is formed independently of all the others according to the following scheme. A first individual is sampled at random in the population to become the founder of the group. Then, each of the $k-1$ additional members of the group, independently of all the others, is selected in the population by the founder as follows. The founder chooses someone of the same type as his own with probability $p$, and someone at random in the whole population with the complementary probability $1-p$. Individuals are said to be assorted if they are of matching types as a result of the preference exercised by the founder for its own type. Note that each additional member of a group is assorted to the founder with probability $p$ and to each other additional member with probability $p^{2}$. Moreover, the case $p=0$ corresponds to the neutral-assortment model. Note also that the assumptions are such that assortment is symmetric with respect to the types of the individuals so that it does not introduce a bias in favour of one type over the other in the whole population.

Let $Z_{k}(p)$ be the random variable that gives the type of a group that is formed as above. With probability given by $x$, the frequency of $C$ in the population, the variable $Z_{k}(p)$ is distributed like $1+X$ where $X$ follows a binomial distribution with parameters $k-1$ and $p+(1-p) x$, and with probability $1-x$, it is distributed like $Y$, a binomial random variable with parameters $k-1$ and $(1-p) x$. It is shown in Appendix A that

$$
\begin{equation*}
\frac{\mathbb{E}\left[Z_{k}(p)\right]}{k}=x \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var}\left[Z_{k}(p)\right]=v_{k}(p) x(1-x) \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{k}(p)=(1+(k-1) p)^{2}+(k-1)\left(1-p^{2}\right) \tag{11}
\end{equation*}
$$

Note that the expected frequency of $C$ in a group is the same as the frequency of $C$ in the whole population. From this point forward, we always assume that the distribution of groups is given by the distribution of $Z_{k}(p)$.

Note that, in this case, the covariance between the types of two individuals chosen at random in the same group as defined in the previous subsection is given by

$$
\begin{equation*}
\operatorname{Cov}\left[I_{1}, I_{2}\right]=r_{k}(p) x(1-x), \tag{12}
\end{equation*}
$$

where the coefficient of correlation

$$
\begin{equation*}
r_{k}(p)=\frac{\operatorname{Cov}\left[I_{1}, I_{2}\right]}{\sqrt{\operatorname{Var}\left[I_{1}\right] \operatorname{Var}\left[I_{2}\right]}}=\frac{2}{k} p+\frac{k-2}{k} p^{2} \tag{13}
\end{equation*}
$$

is a measure of pairwise assortment. Moreover, the expected values of $X_{C}$ and $X_{D}$ take the forms

$$
\begin{equation*}
\mathbb{E}\left[X_{C}\right]=(k-1)\left(x+(1-x) r_{k}(p)\right) \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left[X_{D}\right]=(k-1) x\left(1-r_{k}(p)\right) \tag{15}
\end{equation*}
$$

respectively.
Some properties of the pairwise assortment coefficient, easy to show, are worth mentioning:

- $r_{k}(p)$ is an increasing function with respect to $p \in[0,1]$;
- $r_{k}(0)=0$ and $r_{k}(1)=1$;
- $r_{k}(p)$ is a decreasing function with respect to $k \geq 2$;
- $r_{2}(p)=p$ and $r_{\infty}(p)=\lim _{k \rightarrow \infty} r_{k}(p)=p^{2}$.


## 4 Payoffs to Interacting Individuals

Individuals interact within groups and receive some payoffs following these interactions. Let $\psi_{C}(j)$ be the average payoff received by an individual of type $C$ in a group of type $j+1$, and $\psi_{D}(j)$ be the average payoff received by an individual of type $D$ in a group of type $j$, for $j=0,1, \ldots, k-1$. Then, the average payoffs to $C$ and $D$ in the population where the frequency of $C$ is $x$ are

$$
\begin{equation*}
\pi_{C}(x)=\sum_{j=0}^{k-1} p_{C}(j) \psi_{C}(j) \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi_{D}(x)=\sum_{j=0}^{k-1} p_{D}(j) \psi_{D}(j) \tag{17}
\end{equation*}
$$

respectively. This gives

$$
\begin{equation*}
\bar{\pi}(x)=x \pi_{C}(x)+(1-x) \pi_{D}(x) \tag{18}
\end{equation*}
$$

as average payoff in the whole population. Note that this average payoff can be expressed as

$$
\begin{equation*}
\bar{\pi}(x)=\sum_{j=0}^{k-1} z_{j} \bar{\psi}(j) \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\psi}(j)=\frac{j}{k} \psi_{C}(j-1)+\left(1-\frac{j}{k}\right) \psi_{D}(j) \tag{20}
\end{equation*}
$$

is the average payoff in a group of type $j$ whose frequency is $z_{j}$ for $j=0,1, \ldots, k$, with the convention that $\psi_{C}(-1)=\psi_{D}(k)=0$.

As an important case, assume that the $k$ individuals in a same group pairwise interact with each other as in Hilbe [19] and Lessard [30]. Let the payoffs following each interaction be given by the game matrix

$$
A=\left(\begin{array}{ll}
\alpha & \beta  \tag{21}\\
\gamma & \delta
\end{array}\right)
$$

Here, $\alpha$ and $\beta$ are the payoffs to $C$ against $C$ and $D$, respectively, while $\gamma$ and $\delta$ are the corresponding payoffs to $D$ against $C$ and $D$, respectively. In the Prisoner's dilemma, the strategies $C$ and $D$ stand for cooperation and defection, respectively, and we have the inequalities $\gamma>\alpha>\delta>\beta$. This is the case, for instance, in the additive model with $\alpha=b-c$, $\beta=-c, \gamma=b$ and $\delta=0$, where $c$ represents a cost for a cooperator and $b$ a benefit for an individual in interaction with a cooperator. On the other hand, if the dilemma is repeated enough times and the payoffs are additive from one time to the next, however, then the cumulative payoffs to $C$ and $D$ for tit-for-tat starting with cooperation and always defect, respectively, satisfy the inequalities $\alpha>\gamma>\delta>\beta$ (see, e.g., Lessard [32], and references therein). These inequalities will be assumed throughout. They characterize a two-player stag hunt game (see, e.g., Archetti and Scheuring [1]). Note that the inequalities $\alpha>\beta$ and $\gamma>\delta$ mean that it always pays more to interact with $C$ than with $D$, while $\alpha>\gamma$ and $\delta>\beta$ entails that it pays more to interact with an individual using the same strategy as its own rather than with an individual using a different strategy.

With the above payoff matrix in pairwise interactions, the average payoffs to $C$ and $D$ according to the number of interactions with $C$ individuals in a group are given by

$$
\begin{equation*}
\psi_{C}(j)=\frac{\alpha j+\beta(k-1-j)}{k-1} \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{D}(j)=\frac{\gamma j+\delta(k-1-j)}{k-1} \tag{23}
\end{equation*}
$$

respectively, for $j=0,1, \ldots, k-1$. In such a case, the average payoff to $C$ in the population takes the form

$$
\begin{equation*}
\pi_{C}(x)=\frac{\alpha}{k-1} \mathbb{E}\left[X_{C}\right]+\frac{\beta}{k-1}\left(k-1-\mathbb{E}\left[X_{C}\right]\right), \tag{24}
\end{equation*}
$$

and likewise

$$
\begin{equation*}
\pi_{D}(x)=\frac{\gamma}{k-1} \mathbb{E}\left[X_{D}\right]+\frac{\delta}{k-1}\left(k-1-\mathbb{E}\left[X_{D}\right]\right) \tag{25}
\end{equation*}
$$

is the average payoff to $D$, where $\mathbb{E}\left[X_{C}\right]$ and $\mathbb{E}\left[X_{D}\right]$ are given in Eqs. (14) and (15), respectively.

A crucial quantity will be the difference between the average payoffs to $C$ and $D$ in the whole population. Under the assortment scheme described in the previous section, we have

$$
\begin{equation*}
\pi_{C}(x)=(\alpha-\beta)\left(x+(1-x) r_{k}(p)\right)+\beta \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi_{D}(x)=(\gamma-\delta) x\left(1-r_{k}(p)\right)+\delta \tag{27}
\end{equation*}
$$

Then, the difference is a linear function of $x$ that can be expressed as

$$
\begin{equation*}
\pi_{C}(x)-\pi_{D}(x)=a_{k}(p) x+b_{k}(p) \tag{28}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{k}(p)=(\alpha-\beta-\gamma+\delta)\left(1-r_{k}(p)\right) \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{k}(p)=(\beta-\delta)+(\alpha-\beta) r_{k}(p) \tag{30}
\end{equation*}
$$

Note that $\pi_{C}(x)-\pi_{D}(x)$ is an increasing function of $x$ since $0<r_{k}(p)<1$ and $\alpha-\beta-\gamma+$ $\delta>0$ under the assumption $\alpha>\gamma>\delta>\beta$. Moreover, the zero of this function, namely $-b_{k}(p) / a_{k}(p)$, has a derivative with respect to $r_{k}(p)$ given by

$$
\begin{equation*}
-\frac{(\alpha-\delta)}{(\alpha-\beta-\gamma+\delta)\left(1-r_{k}(p)\right)^{2}}<0 \tag{31}
\end{equation*}
$$

Therefore, this zero is a decreasing function of $r_{k}(p)$.
Note also that we get the same average payoffs, and consequently the same difference between them, if the payoffs in random pairwise interactions in the whole population where the frequencies of $C$ and $D$ are $x$ and $1-x$, respectively, are given by the game matrix

$$
\left(\begin{array}{cc}
\alpha & \beta\left(1-r_{k}(p)\right)+\alpha r_{k}(p)  \tag{32}\\
\gamma\left(1-r_{k}(p)\right)+\delta r_{k}(p) & \delta
\end{array}\right)=\left(1-r_{k}(p)\right)\left(\begin{array}{ll}
\alpha & \beta \\
\gamma & \delta
\end{array}\right)+r_{k}(p)\left(\begin{array}{ll}
\alpha & \alpha \\
\delta & \delta
\end{array}\right) .
$$

Such a payoff matrix, which can be traced back to Grafen [16], will be called an effective game matrix as in Lessard [30] and Lessard et al. [35] for analogous models.

## 5 Replicator Dynamics in an Infinite Population

The replicator equation is the basic model for the dynamics of strategy frequencies (Taylor and Jonker [50], see also Hofbauer and Sigmund [20], and references therein). The population is assumed to be infinite, time is continuous, and the instantaneous growth rate of a strategy is given by its current average payoff. In the case of two strategies $C$ and $D$ with frequencies $x$ and $1-x$, respectively, and corresponding average payoffs $\pi_{C}(x)$ and $\pi_{D}(x)$, respectively, the replicator equation takes the form

$$
\begin{equation*}
\dot{x}=x\left(\pi_{C}(x)-\bar{\pi}(x)\right)=x(1-x)\left(\pi_{C}(x)-\pi_{D}(x)\right) . \tag{33}
\end{equation*}
$$

Note that, owing to Eq. (19), this equation for the group-structured population described above assumes global selection in the sense that the contributions of the different groups to the growth rate of the population are proportional to their average payoffs in the whole population. This assumption corresponds to hard selection in population genetics [9].

The replicator equation admits at least two equilibria, $x=0$ and $x=1$, and whether the frequency of type $C$ is increasing or decreasing at any given time depends only on the sign of the difference between the average payoffs.

The fixation state $x=1$ is locally stable, and then, $C$ is an evolutionarily stable strategy (ESS) in the sense that it can resist invasion by $D$ once fixed in the population [39], if we have $\pi_{C}(1)>\pi_{D}(1)$, which is equivalent here to

$$
\begin{equation*}
\alpha>\gamma+(\delta-\gamma) r_{k}(p) . \tag{34}
\end{equation*}
$$

On the other hand, the fixation state $x=0$ is locally unstable, and then, $D$ is not an ESS in the sense that it is invaded by $C$ once fixed in the population, if $\pi_{C}(0)>\pi_{D}(0)$, which means here

$$
\begin{equation*}
\beta+(\alpha-\beta) r_{k}(p)>\delta \tag{35}
\end{equation*}
$$

Finally, if $\pi_{C}(1 / 2)>\pi_{D}(1 / 2)$, or equivalently here

$$
\begin{equation*}
\alpha+\beta-\gamma-\delta+(\alpha-\beta+\gamma-\delta) r_{k}(p)>0 \tag{36}
\end{equation*}
$$

then the basin of attraction of $x=1$ is larger than the basin of attraction of $x=0$. In this case, the strategy $C$ is said to be risk dominant (RD) over $D$.

Note that, ignoring degenerate cases, the above sufficient conditions are also necessary. Moreover, if $\gamma>\delta$ and $\alpha>\beta$, meaning that it is always more advantageous to play against $C$ than against $D$, then the above conditions become less stringent as $r_{k}(p)$ increases. In particular, they are all less stringent than in the neutral-assortment case which corresponds to $p=0$.

## 6 Stochastic Dynamics in a Large Finite Population

In this section, we consider that the change in the frequency of $C$ in competition with $D$ in a large finite population is approximated by a continuous-time diffusion whose infinitesimal mean is given by

$$
\begin{equation*}
m(x)=s x(1-x)\left(\pi_{C}(x)-\pi_{D}(x)\right) \tag{37}
\end{equation*}
$$

and infinitesimal variance by $v(x)=x(1-x)$. Here, the parameter $s \geq 0$ represents an intensity of selection with $s=0$ corresponding to neutrality in the absence of selection.

With appropriate scalings of the selection parameters and unit of time with respect to the population size as this size goes to infinity, the diffusion approximation holds for a wide range of discrete-time models that includes in particular the Moran and Wright-Fisher models (see Appendix B). In the former, the updating of the population from one time step to the next takes place according to a birth-death event, while in the latter it occurs according to a binomial sampling scheme.

Owing to diffusion theory (see, e.g., Ewens [12]), the probability of ultimate fixation of $C$ when represented once in a population of size $N$ is then approximated as

$$
\begin{equation*}
F_{C}(1 / N) \approx \frac{\int_{0}^{1 / N} \psi(y) \mathrm{d} y}{\int_{0}^{1} \psi(y) \mathrm{d} y}, \tag{38}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi(y)=\exp \left(-2 \int_{0}^{y} \frac{m(x)}{v(x)} \mathrm{d} x\right)=\exp \left(-2 s \int_{0}^{y}\left(\pi_{C}(x)-\pi_{D}(x)\right) \mathrm{d} x\right) . \tag{39}
\end{equation*}
$$

This yields the approximation

$$
\begin{equation*}
F_{C}(1 / N) \approx \frac{1}{N}+\frac{2 s}{N} \int_{0}^{1} \int_{0}^{y}\left(\pi_{C}(x)-\pi_{D}(x)\right) \mathrm{d} x \mathrm{~d} y \tag{40}
\end{equation*}
$$

for $s$ small enough.
We note that, for the linear case at hand with $\pi_{C}(x)-\pi_{D}(x)$ given in Eq. (28), we have

$$
\begin{align*}
\int_{0}^{1} \int_{0}^{y}\left(\pi_{C}(x)-\pi_{D}(x)\right) \mathrm{d} x \mathrm{~d} y & =\int_{0}^{1} \int_{0}^{y}\left(a_{k}(p) x+b_{k}(p)\right) \mathrm{d} x \mathrm{~d} y \\
& =\frac{1}{2}\left(\frac{a_{k}(p)}{3}+b_{k}(p)\right) \\
& =\frac{1}{2}\left(\pi_{C}(1 / 3)-\pi_{D}(1 / 3)\right) . \tag{41}
\end{align*}
$$

This expression for the coefficient of $2 s / N$ in the approximation of the fixation probability $F_{C}(1 / N)$ leads us to the one-third law of evolution. This law, first introduced for a Moran model [41], was extended later on to the Wright-Fisher model [21, 28] and more generally to a large class of exchangeable selection models [33]. See Lessard [32] for more details.

First, let us say that $C$ is favoured by selection to replace $D$ in a population of finite size $N$ if the probability for a single individual using strategy $C$ to invade and take over a population of $D$ players is larger under weak enough selection than what it would be under neutrality, that is, $F_{C}(1 / N)>1 / N$. The one-third law states that this will be the case if $\pi_{C}(1 / 3)>\pi_{D}(1 / 3)$. In the case at hand, this condition becomes

$$
\begin{equation*}
\alpha+2 \beta-\gamma-2 \delta+(2 \alpha-2 \beta+\gamma-\delta) r_{k}(p)>0 \tag{42}
\end{equation*}
$$

Analogously, if $\pi_{C}(2 / 3)>\pi_{D}(2 / 3)$, then $D$ is disfavoured by selection to replace $C$ in the sense that the probability for a single $D$ individual to invade a $C$ population up to fixation is smaller under weak enough selection than under neutrality, which means that $F_{D}(1 / N)<1 / N$. Here, this will occur when

$$
\begin{equation*}
2 \alpha+\beta-2 \gamma-\delta+(\alpha-\beta+2 \gamma-2 \delta) r_{k}(p)>0 \tag{43}
\end{equation*}
$$

Finally, $C$ is more favoured by selection than $D$ if the former fixation probability is larger than the latter, that is, $F_{C}(1 / N)>F_{D}(1 / N)$. It turns out that this will be the case here if

$$
\begin{equation*}
\alpha+\beta-\gamma-\delta+(\alpha-\beta+\gamma-\delta) r_{k}(p)>0 \tag{44}
\end{equation*}
$$

which is the condition for $C$ to be risk dominant over $D$. Note that this is also the condition for $C$ to be more abundant than $D$ on the average in the stationary state under symmetric mutation in the limit of a low mutation rate [13, 14].

Again here, all the above conditions become less stringent as $r_{k}(p)$ increases when $\alpha>\beta$ and $\gamma>\delta$.

## 7 Local Selection

If all groups contribute equally to the growth of an infinite population and the growth rates of $C$ and $D$ within each group are given by their average payoffs in this group defined in Eqs.
(22) and (23), then the time change in the frequency of $C$ is described by the equation

$$
\begin{equation*}
\dot{x}=\sum_{j=0}^{k} z_{j} \frac{j}{k}\left(\psi_{C}(j-1)-\bar{\psi}(j)\right) . \tag{45}
\end{equation*}
$$

We recall that

$$
\begin{equation*}
\bar{\psi}(j)=\frac{j}{k} \psi_{C}(j-1)+\left(1-\frac{j}{k}\right) \psi_{D}(j) \tag{46}
\end{equation*}
$$

is the average payoff in a group of type $j$ whose frequency is $z_{j}$ for $j=0,1, \ldots, k$, with the convention that $\psi_{C}(-1)=\psi_{D}(k)=0$. This yields

$$
\begin{equation*}
\dot{x}=\sum_{j=0}^{k} z_{j} \frac{j}{k}\left(1-\frac{j}{k}\right)\left(\psi_{C}(j-1)-\psi_{D}(j)\right) . \tag{47}
\end{equation*}
$$

This equation has been called the local replicator dynamics [19]. This is the version of the replicator equation under the assumption of local selection, called soft selection in population genetics [9]. While the global replicator dynamics assumes that the growth rates of the individual types are given by their average payoffs in the whole population, the local replicator dynamics assumes that these are given by their average payoffs within groups weighted by their frequencies.

It can be shown (see Appendix C) that the above equation can be written in the form

$$
\begin{equation*}
\dot{x}=x(1-x)\left(\tilde{\pi}_{C}(x)-\tilde{\pi}_{D}(x)\right), \tag{48}
\end{equation*}
$$

where $\tilde{\pi}_{C}(x)$ and $\tilde{\pi}_{D}(x)$ are the average payoffs to $C$ and $D$, respectively, in the case of random pairwise interactions in the whole population with payoff matrix

$$
\tilde{A}_{k}(p)=\left(\begin{array}{cc}
\tilde{\alpha}_{k}(p) & \tilde{\beta}_{k}(p)  \tag{49}\\
\tilde{\gamma}_{k}(p) & \tilde{\delta}_{k}(p)
\end{array}\right) .
$$

The entries of this effective game matrix are given by

$$
\begin{align*}
& \tilde{\alpha}_{k}(p)=\frac{k-2}{k}\left(1-2 r_{k}(p)+s_{k}(p)\right) \alpha  \tag{50a}\\
& \tilde{\beta}_{k}(p)=\frac{1}{k}\left(1-r_{k}(p)\right)((k-1) \beta-\gamma)-\frac{k-2}{k}\left(r_{k}(p)-s_{k}(p)\right)(\beta-\alpha+\gamma),  \tag{50b}\\
& \tilde{\gamma}_{k}(p)=\frac{1}{k}\left(1-r_{k}(p)\right)((k-1) \gamma-\beta)-\frac{k-2}{k}\left(r_{k}(p)-s_{k}(p)\right)(\gamma-\delta+\beta),  \tag{50c}\\
& \tilde{\delta}_{k}(p)=\frac{k-2}{k}\left(1-2 r_{k}(p)+s_{k}(p)\right) \delta \tag{50d}
\end{align*}
$$

where $r_{k}(p)$ is as defined in Eq. (13) and

$$
\begin{equation*}
s_{k}(p)=\frac{3}{k} p^{2}+\frac{k-3}{k} p^{3} . \tag{51}
\end{equation*}
$$

The quantity $s_{k}(p)$ can be interpreted as a measure of tripletwise assortment (see subsection 9.1 for more details). As for $\tilde{\pi}_{C}(x)$ and $\tilde{\pi}_{D}(x)$, they can be called the effective average payoffs to $C$ and $D$, respectively.

It can also be shown (see Appendix B) that the corresponding discrete-time model in a population of finite size with this size as unit of time is described in the limit of a large
population by a diffusion process with

$$
\begin{equation*}
m(x)=s x(1-x)\left(\tilde{\pi}_{C}(x)-\tilde{\pi}_{D}(x)\right) \tag{52}
\end{equation*}
$$

as infinitesimal mean and $v(x)=x(1-x)$ as infinitesimal variance, where $s \geq 0$ represents an intensity of selection.

Note that we have $r_{k}(p) \rightarrow p^{2}$ and $s_{k}(p) \rightarrow p^{3}$ as $k \rightarrow \infty$. Then, it is easy to check that

$$
\lim _{k \rightarrow \infty} \tilde{A}_{k}(p)=(1-p)\left(\begin{array}{cc}
\left(1+p-p^{2}\right) \alpha & \left(1+p-p^{2}\right) \beta+p^{2}(\alpha-\gamma)  \tag{53}\\
\left(1+p-p^{2}\right) \gamma+p^{2}(\delta-\beta) & \left(1+p-p^{2}\right) \delta
\end{array}\right)
$$

In this limit, we have

$$
\begin{align*}
\lim _{k \rightarrow \infty}\left(\tilde{\pi}_{C}(x)-\tilde{\pi}_{D}(x)\right)= & (1-p)^{2}(1+2 p)(\alpha-\beta-\gamma+\delta) x \\
& +(1-p)\left(1+p-p^{2}\right)(\beta-\delta)+(1-p) p^{2}(\alpha-\gamma) \tag{54}
\end{align*}
$$

which is an increasing linear function of $x$ under the assumption that $\alpha>\gamma>\delta>\beta$. Therefore, we have the implications

$$
\begin{align*}
\tilde{\pi}_{C}(1) & >\tilde{\pi}_{D}(1)  \tag{55a}\\
& \Uparrow \\
\tilde{\pi}_{C}(2 / 3) & >\tilde{\pi}_{D}(2 / 3)  \tag{55b}\\
& \Uparrow \\
\tilde{\pi}_{C}(1 / 2) & >\tilde{\pi}_{D}(1 / 2)  \tag{55c}\\
& \Uparrow \\
\tilde{\pi}_{C}(1 / 3) & >\tilde{\pi}_{D}(1 / 3)  \tag{55d}\\
& \Uparrow \\
\tilde{\pi}_{C}(0) & >\tilde{\pi}_{D}(0) \tag{55e}
\end{align*}
$$

for $k$ large enough. Moreover, the zero of the function in Eq. (54), namely

$$
\begin{equation*}
x_{0}(p)=\frac{(\delta-\beta)(1-p)\left(1+p-p^{2}\right)-(\alpha-\gamma)(1-p) p^{2}}{(\alpha-\beta-\gamma+\delta)(1-p)^{2}(1+2 p)} \tag{56}
\end{equation*}
$$

has a first derivative with respect to $p$ given by

$$
\begin{equation*}
\frac{\mathrm{d} x_{0}(p)}{\mathrm{d} p}=-\frac{p(2+p)(\alpha+\beta-\gamma-\delta)}{(1-p)^{2}(1+2 p)^{2}(\alpha-\beta-\gamma+\delta)} \tag{57}
\end{equation*}
$$

for $0<p<1$. This derivative is negative if $\alpha+\beta>\gamma+\delta$, but positive if $\alpha+\beta<\gamma+\delta$. This means that an increase in the probability of assortment relaxes all the above conditions for the evolution of $C$ only if $C$ is risk dominant over $D$. It is exactly the opposite if $D$ is risk dominant over $C$.

Finally, comparing the zero of the function in Eq. (54) with the zero of the function in Eq. (28) as $k \rightarrow \infty$, we find that the former is greater than the latter, and then

$$
\begin{equation*}
\tilde{\pi}_{C}(x)>\tilde{\pi}_{D}(x) \Rightarrow \pi_{C}(x)>\pi_{D}(x) \tag{58}
\end{equation*}
$$

for $k$ large enough and $x \in[0,1]$, if

$$
(1+p)\left(1+p-p^{2}\right)(\beta-\delta)+(1+p) p^{2}(\alpha-\gamma)
$$

[^3]\[

$$
\begin{equation*}
<(1+2 p)(\beta-\delta)+(1+2 p) p^{2}(\alpha-\beta) \tag{59}
\end{equation*}
$$

\]

which is equivalent to

$$
\begin{equation*}
p(\delta-\beta)+(1+p)(\alpha-\gamma)<(1+2 p)(\alpha-\beta) \tag{60}
\end{equation*}
$$

This is always the case for $0<p<1$ under the assumption $\alpha>\gamma>\delta>\beta$, since then $\delta-\beta<\alpha-\beta$ and $\alpha-\gamma<\alpha-\beta$. This means that the conditions for the evolution of cooperation are easier to be satisfied under global selection than under local selection.

## 8 Randomness in Group Size and Probability of Assortment

If the group size $k$ or the probability of assortment $p$ between the group founder and each additional group member varies randomly from one group to another, then all the above results under global selection hold with the coefficient of pairwise assortment $r_{k}(p)$ replaced by its expected value

$$
\begin{equation*}
\mathbb{E}\left[r_{k}(p)\right]=\mathbb{E}\left[\mathbb{E}\left[r_{k}(p) \mid k, p\right]\right]=\mathbb{E}\left[\frac{2}{k} p+\frac{k-2}{k} p^{2}\right] . \tag{61}
\end{equation*}
$$

When $p$ is random and $k$ constant, we have

$$
\begin{equation*}
\mathbb{E}\left[r_{k}(p)\right]=\frac{2}{k} \mathbb{E}[p]+\frac{k-2}{k} \mathbb{E}\left[p^{2}\right] \geq \frac{2}{k} \mathbb{E}[p]+\frac{k-2}{k} \mathbb{E}[p]^{2}, \tag{62}
\end{equation*}
$$

from which

$$
\begin{equation*}
\mathbb{E}\left[r_{k}(p)\right] \geq r_{k}(\bar{p}), \tag{63}
\end{equation*}
$$

where $\bar{p}=\mathbb{E}[p]$. Similarly, when $k$ is random and $p$ constant, we have

$$
\begin{equation*}
\mathbb{E}\left[r_{k}(p)\right] \geq r_{\bar{k}}(p), \tag{64}
\end{equation*}
$$

where $\bar{k}=\mathbb{E}[k]$. This is ensured by Jensen's inequality for convex functions, since

$$
\begin{equation*}
\frac{\partial^{2}}{\partial k^{2}} r_{k}(p)=\frac{4 p(1-p)}{k^{3}} \geq 0 \tag{65}
\end{equation*}
$$

for $k>0$ and $0<p<1$. Finally, when $k$ and $p$ are independent random variables, Jensen's inequality for conditional expectation leads to

$$
\begin{equation*}
\mathbb{E}\left[r_{k}(p)\right]=\mathbb{E}\left[\mathbb{E}\left[r_{k}(p) \mid p\right]\right] \geq \mathbb{E}\left[r_{\bar{k}}(p)\right] \geq r_{\bar{k}}(\bar{p}) . \tag{66}
\end{equation*}
$$

We conclude that stochastic variability in the group size and/or the probability of assortment increases the coefficient of pairwise assortment and consequently relaxes the conditions for the evolution of $C$ under global selection when $\alpha>\beta$ and $\gamma>\delta$.

In the local selection model, the conditions for the evolution of $C$ in Eq. (55) become

$$
\begin{equation*}
\mathbb{E}\left[\tilde{\pi}_{C}(x)-\tilde{\pi}_{D}(x)\right]>0 \tag{67}
\end{equation*}
$$

for $x=1,2 / 3,1 / 2,1 / 3,0$, respectively, where the expected value is an increasing function of $x$ under the assumption $\alpha>\gamma>\delta>\beta$ that can be expressed as

$$
\begin{align*}
& \mathbb{E}\left[(1-p)^{2}(1+2 p)\right](\alpha-\beta-\gamma+\delta) x \\
& +\mathbb{E}\left[(1-p)\left(1+p-p^{2}\right)\right](\beta-\delta)+\mathbb{E}\left[(1-p) p^{2}\right](\alpha-\gamma) \tag{68}
\end{align*}
$$

in the limit of a large group size $k$ owing to Eq. (54). Assuming that $\mathbb{E}\left[(p-\bar{p})^{n}\right]=o\left(\sigma^{2}\right)$ for $n \geq 3$ where $p=\mathbb{E}[p]$ and $\sigma^{2}=\mathbb{E}\left[(p-\bar{p})^{2}\right]$, which holds for a wide range of probability distributions including the normal law, the zero of this function for $\sigma^{2}$ small enough can be approximated as

$$
\begin{equation*}
x_{0}(\bar{p})-\frac{(\alpha+\beta-\gamma-\delta)\left(1-2 \bar{p}-2 \bar{p}^{2}\right)}{(\alpha-\beta-\gamma+\delta)(1-\bar{p})^{3}(1+2 \bar{p})^{2}} \sigma^{2}+o\left(\sigma^{2}\right) \tag{69}
\end{equation*}
$$

where $x_{0}(\bar{p})$ is defined in Eq. (56). Under the assumption $\alpha>\gamma>\delta>\beta$, an increase in $\sigma^{2}$ decreases the value of this zero if $C$ is risk dominant over $D$ (that is, $\alpha+\beta>\gamma+\delta$ ) and $0<\bar{p}<(\sqrt{3}-1) / 2$, or if $D$ is risk dominant over $C$ (that is, $\alpha+\beta<\gamma+\delta$ ) and $(\sqrt{3}-1) / 2<\bar{p}<1$. These are the conditions for an increase in $\sigma^{2}$ to relax the conditions for the evolution of $C$ under local selection.

## 9 Discussion

### 9.1 Coefficients of Assortment

When everyone pairwise interacts with everyone else in a group of $k$ individuals, including the founder of the group, then there are $k-1$ interactions involving the founder with another member of the group and $(k-1)(k-2) / 2$ interactions involving two members of the group different from the founder, for a total of $(k-1) k / 2$ interactions. With the former pairs of individuals being assorted with probability $p$ and the latter with probability $p^{2}$, the probability for two interacting individuals chosen at random to be assorted is

$$
\begin{equation*}
\frac{k-1}{(k-1) k / 2} p+\frac{(k-1)(k-2) / 2}{(k-1) k / 2} p^{2}=\frac{2}{k} p+\frac{k-2}{k} p^{2}=r_{k}(p), \tag{70}
\end{equation*}
$$

which is the coefficient of correlation between the frequencies of $C$ in two interacting individuals chosen at random. This is analogous in population genetics to Malécot's [37] coefficient of kinship with respect to identity-by-descent and Wright's [54] coefficient of relationship with respect to the frequency of a given allele. This corresponds to the coefficient of relatedness that was originally used by Hamilton [17, 18] in kin selection theory and later on extended to take into account more general situations such as inbreeding in diploid populations (see Lessard [27], and references therein).

Therefore, an evolutionary game with general payoffs in pairwise interactions within groups corresponds to a kin selection model with $r=r_{k}(p)$ as coefficient of relatedness between interacting individuals. However, the coefficient that comes into play here, called the coefficient of pairwise assortment, does not measure identity-by-descent between interacting individuals, which requires a common ancestor, nor identity-by-type, which may occur only by chance, but rather identity-by-assortment. This coefficient corresponds to the index of assortativity in Bergstrom [5]. Of course, positive assortment created by some preference for the same type can promote identity-by-type, but this concept is more general. Moreover, there may be a combination of identity-by-assortment and identity-by-descent. If, for instance, selfinteractions are allowed within groups as in [19], then the coefficient of correlation above becomes

$$
\begin{equation*}
\frac{k}{k(k+1) / 2}+\frac{k-1}{k(k+1) / 2} p+\frac{(k-1)(k-2) / 2}{k(k+1) / 2} p^{2} \tag{71}
\end{equation*}
$$

where the first term is for the interactions between identical-by-descent individuals.

The above analysis for $r_{k}(p)$ can be extended to $s_{k}(p)$, which represents the probability for three individuals chosen at random in the same group to be simultaneously assorted. Indeed, there are $\binom{k-1}{2}$ triplets that include the group founder, in which case the probability that they are all assorted is $p^{2}$, and $\binom{k-1}{3}$ triplets that do not include the group founder, in which case the probability that they are all assorted is $p^{3}$, out of a total of $\binom{k}{3}$ triplets. Hence, we get

$$
\begin{equation*}
\frac{\binom{k-1}{2}}{\binom{k}{3}} p^{2}+\frac{\binom{k-1}{3}}{\binom{k}{3}} p^{3}=\frac{3}{k} p^{2}+\frac{k-3}{k} p^{3}=s_{k}(p) . \tag{72}
\end{equation*}
$$

Therefore, this is a coefficient of tripletwise assortment.

### 9.2 Effective Game Matrix

We have shown that the dynamics with pairwise interactions within groups involving assortment in finite as well as infinite populations is the same as the dynamics with pairwise interactions occurring at random in the whole population, but with the payoff matrix replaced by what has been called an effective game matrix by analogy with previous results involving relatedness built by partial dispersal [30].

Here, with groups contributing proportionally to their average payoffs to the time change of the population state, the entries of the effective matrix given in Eq. (32) are linear combinations of payoffs whose coefficients are the coefficient of pairwise assortment and its complement with respect to 1 . This is in agreement with early results on the average payoffs in the hawk-dove game played between relatives [16] and a more recent analysis of the Prisoner's dilemma in a stochastic environment with additive cost and benefit for cooperation and a fixed coefficient of assortment between individuals in pairwise interactions (Lessard et al., 2021).

Note that our effective game matrix in the above context is different from the derived matrix for a two-player game between relatives given in Maynard Smith ([38], p. 192) which would take here the form

$$
\left(\begin{array}{cc}
\alpha\left(1+r_{k}(p)\right. & \beta+\gamma r_{k}(p)  \tag{73}\\
\gamma+\beta r_{k}(p) & \delta\left(1+r_{k}(p)\right)
\end{array}\right) .
$$

Contrary to our effective matrix, this derived matrix does not yield in general the same difference $\pi_{C}(x)-\pi_{D}(x)$ as the one in Eq. (28) for the average payoffs to $C$ and $D$ when their frequencies in the whole population are $x$ and $1-x$, respectively. When $\alpha=b-c$, $\beta=-c, \gamma=b$ and $\delta=0$ as in Nowak [42], however, we have $\pi_{C}(x)-\pi_{D}(x)=-c+b r_{k}(p)$ for $0 \leq x \leq 1$ in both cases, which then leads to the same dynamics in finite as well as infinite populations. Moreover, this expression can be given an inclusive fitness interpretation [17, 18]. Such an interpretation can be used in linear approximations for two nearby mixed strategies to study convergence stability [10] based on initial increase in frequency of mutant strategies in infinite structured populations or their fixation probability when the structured populations are finite [46, 48, 49]. Inclusive fitness is not necessary for the analysis, however, and limitations of interpretations based on this concept must always be kept in mind (see, e.g., $[35,51])$.

Note that the assumption of small differences between mixed strategies is different from the assumption of small differences between payoffs to pure strategies which does not generally lead to the same results (see, e.g., [34, 53]). Moreover, like evolutionary stability, convergence stability is a local property. In the case of cooperation, it may support an evolutionary tendency
toward a given level of cooperation from a neighbouring level but not necessarily from an absence of cooperation. Let us recall that adaptive dynamics relies on the assumptions of gradual changes of rare mutant strategies and global convergence as predicted from initial increase properties (see Avila and Mullon [2], and references therein).

With equal contributions of groups irrespective of their types, we still get an effective game matrix given in Eq. (49) but it is more complicated since it involves the coefficient of tripletwise assortment besides the coefficient of pairwise assortment. As discussed in Lessard [30] for group-structured populations with partial dispersal, this can be explained by competition within groups so that payoffs in pairwise interactions have an effect on individuals in the same group which are identical-by-assortment to the interacting individuals. Note that, in the additive model with $\alpha=b-c, \beta=-c, \gamma=b$ and $\delta=0$, a calculation using the effective matrix leads to $\tilde{\pi}_{C}(x)-\tilde{\pi}_{D}(x)=-((k-1) c+b)\left(1-r_{k}(p)\right) / k$ for the difference between the average payoffs to $C$ and $D$. The sign of this difference depends only on $(k-1) c+b$ in agreement with Rousset ([47], p. 125) and Lehman and Rousset [26] in the case of local regulation before dispersal in an island model.

### 9.3 Effect of Assortment and Randomness on the Evolution of Cooperation

It should be no surprise that assortment creates better conditions for cooperation to evolve than the absence of assortment. While cooperators may perform poorly in a mixed population, groups of cooperators are generally more successful than groups of defectors, and assortment promotes the abundance of homogeneous groups. As a matter of fact, if the contributions of groups are proportional to their average payoffs, then an increase in the assortment level relaxes all the conditions for the evolution of cooperation $(C)$ against defection $(D)$ in pairwise interactions, as in the case of tit-for-tat against always-defect in a Prisoner's dilemma repeated enough times, from the least stringent condition to the most stringent one: $C$ locally stable, $D$ disfavoured by selection to replace $C, C$ more favoured by selection to replace $D$ than the opposite, $C$ favoured by selection to replace $D, D$ locally unstable. Moreover, stochastic variability in the assortment level and/or the group size relaxes even more all these conditions.

When the contributions of groups are equal irrespective of their average payoffs rather than being proportional to those, however, an increase in the assortment level not only relaxes the conditions for the evolution of cooperation if $C$ is risk dominant over $D$, but also strengthens these conditions if $D$ is risk dominant over $C$. Contrary to the current belief, assortment may not always be an ally for the evolution of cooperation. As we have shown, local selection instead of global selection can change the effect of assortment. This phenomenon is in agreement with results in Rousset ([47], p. 125) and Lehman and Rousset [26] for an additive model. Moreover, we have shown that stochastic variability in the assortment level does not necessarily facilitate the evolution of $C$ when selection is local.

### 9.4 Comments on the Assumptions

We have assumed that each group is formed and each group member chosen independently of all the other groups and other group members. This is a reasonable assumption if the group size is small compared to the population size, which makes sense if the population is infinite or finite but very large. Preference exercised by a group founder for other group members of the same type as his own is a natural way to model assortment within groups. Note that this implies that the individuals can recognize the types but do not know about the payoffs. The assortment between two members of the same group is lower, however, than the assortment
between each member and the founder. The coefficient of pairwise assortment that comes into play in our study is an average that depends on the group size. If we consider the assumption that the founder is not part of the group, then the coefficient of pairwise assortment within groups would be constant and given by $p^{2}$, where $p$ is the probability for the founder to prefer a member of his own type. Similarly, the coefficient of tripletwise assortment within groups would then be $p^{3}$. Note that these values correspond to the values in the limit of a large group size without the aforementioned assumption.

Our results based on fixation probabilities in finite populations in the limit of a large population size have been obtained by diffusion approximations as in Lessard [28]. These approximations should hold for general exchangeable selection models as long as at most two lineages out of three coalesce at a time backwards in time with probability 1 in the limit of a large neutral population with updating according to a Cannings model [8], which is the domain of the Kingman coalescent [22] if an appropriate time scale is used (see Möhle [40], Lessard and Ladret [33]). Using a more general coalescent process, it can be shown, for instance, that $C$ is favoured by selection to replace $D$ if $\pi_{C}(q / 3)>\pi_{D}(q / 3)$, where

$$
\begin{equation*}
q=\frac{\lambda_{32}}{\lambda_{32}+\lambda_{31}} \tag{74}
\end{equation*}
$$

with $\lambda_{3 j}$ being the rate of coalescence of $j$ lineages out of 3 , for $j=1,2$, in the limit of a large neutral population $[29,32]$. Note that, while $q=1$ for the Wright-Fisher and Moran models, we may have $q<1$ when the reproductive success of individuals has a highly skewed probability distribution. Moreover, since $\pi_{C}(x)-\pi_{D}(x)$ is an increasing function of $x \in[0,1]$ in our model, we have

$$
\begin{equation*}
\pi_{C}(q / 3)>\pi_{D}(q / 3) \Rightarrow \pi_{C}(1 / 3)>\pi_{D}(1 / 3) . \tag{75}
\end{equation*}
$$

This means that it is more difficult for selection to favour $C$ replacing $D$ when the variability in reproductive success is very high. This is also the case for the other conditions conducive to the evolution of cooperation.

### 9.5 Future Work

There are two obvious ways to extend the present study. The first one is to consider common good games instead of a two-player game. Although linear common good games yield the same dynamic as two-player games, nonlinear common good games (see, e.g., [1, 7, 15, $25,31,55]$ ) may interact in new and interesting ways with assortment. As in Peña et al. [46] in the case of assortment built up by partial dispersal, we may expect an analogy with models without assortment but effective payoffs according to the composition of the group. The second one is to consider different schemes for group formation. Assortment by group founders is both natural and mathematically convenient, but assortment between individuals may arise in many other ways and involve other members of the group as described in Kristensen et al. [24].
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## Appendix A: Mean and Variance of the Group Type

Using the index 0 for the founder of a group and the indices $1, \ldots, k-1$ for the other members in the same group, the group type can be expressed as

$$
\begin{equation*}
Z_{k}(p)=\sum_{i=0}^{k-1} I_{i} \tag{76}
\end{equation*}
$$

where

$$
I_{i}=\left\{\begin{array}{l}
1 \text { if individual } i \text { is of type } C  \tag{77}\\
0 \text { if individual } i \text { is of type } D
\end{array}\right.
$$

for $i=0,1, \ldots, k-1$. Note that, given $I_{0}$, the random variables $I_{1}, \ldots, I_{k-1}$ are independent. Using the law of total expectation, we find

$$
\begin{align*}
\mathbb{E}\left[Z_{k}(p)\right] & =\mathbb{E}\left[\mathbb{E}\left[Z_{k}(p) \mid I_{0}\right]\right] \\
& =\mathbb{E}\left[I_{0}(1+(k-1) p+(1-p)(k-1) x)+\left(1-I_{0}\right)((1-p)(k-1) x)\right] \\
& =(1-p)(k-1) x+x(1+(k-1) p) \\
& =k x \tag{78}
\end{align*}
$$

On the other hand, the law of total variance gives us the identity

$$
\begin{equation*}
\operatorname{Var}\left[Z_{k}(p)\right]=\operatorname{Var}\left[\mathbb{E}\left[Z_{k}(p) \mid I_{0}\right]\right]+\mathbb{E}\left[\operatorname{Var}\left[Z_{k}(p) \mid I_{0}\right]\right] \tag{79}
\end{equation*}
$$

The first right-hand side term in this identity is

$$
\begin{align*}
\operatorname{Var}\left[\mathbb{E}\left[Z_{k}(p) \mid I_{0}\right]\right] & =\operatorname{Var}\left[I_{0}(1+(k-1) p+(1-p)(k-1) x)+\left(1-I_{0}\right)((1-p)(k-1) x)\right] \\
& =(1+(k-1) p)^{2} \operatorname{Var}\left[I_{0}\right] \\
& =(1+(k-1) p)^{2} x(1-x) \tag{80}
\end{align*}
$$

while the second one is

$$
\begin{equation*}
\mathbb{E}\left[\operatorname{Var}\left[Z_{k}(p) \mid I_{0}\right]\right]=\mathbb{E}\left[\sum_{j=1}^{k-1} \operatorname{Var}\left[I_{j} \mid I_{0}\right]\right]=\mathbb{E}\left[\sum_{j=1}^{k-1} \mathbb{E}\left[I_{j} \mid I_{0}\right]-\mathbb{E}\left[I_{j} \mid I_{0}\right]^{2}\right] \tag{81}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbb{E}\left[I_{j} \mid I_{0}\right]=I_{0}(p+(1-p) x)+\left(1-I_{0}\right)(1-p) x=(1-p) x+I_{0} p \tag{82}
\end{equation*}
$$

for $j=1, \ldots, k-1$. Therefore, we arrive at

$$
\begin{align*}
& \mathbb{E}\left[\operatorname{Var}\left[Z_{k}(p) \mid I_{0}\right]\right] \\
& =(k-1) \mathbb{E}\left[(1-p) x-(1-p)^{2} x^{2}-I_{0}\left(p(1-p) x+(1-p) p x+p^{2}-p\right)\right] \\
& =(k-1)\left(1-p^{2}\right) x(1-x), \tag{83}
\end{align*}
$$

so that we find

$$
\begin{equation*}
\operatorname{Var}\left[Z_{k}(p)\right]=\left((1+(k-1) p)^{2}+(k-1)\left(1-p^{2}\right)\right) x(1-x) \tag{84}
\end{equation*}
$$

For moments of any order of $Z_{k}(p)$, we may resort to its moment-generating function given by

$$
M(t)=\mathbb{E}\left[e^{t Z_{k}(p)}\right]
$$

$$
\begin{align*}
= & x e^{t} \mathbb{E}\left[e^{t \sum_{j=1}^{k-1} I_{j}} \mid I_{0}=1\right]+(1-x) \mathbb{E}\left[e^{t \sum_{j=1}^{k-1} I_{j}} \mid I_{0}=0\right] \\
= & x e^{t}\left(\mathbb{E}\left[e^{t I_{1}} \mid I_{0}=1\right]\right)^{k-1}+(1-x)\left(\mathbb{E}\left[e^{t I_{1}} \mid I_{0}=0\right]\right)^{k-1} \\
= & x e^{t}\left((1-p)(1-x)+(p+(1-p) x) e^{t}\right)^{k-1} \\
& +(1-x)\left(1-(1-p) x+(1-p) x e^{t}\right)^{k-1} . \tag{85}
\end{align*}
$$

In particular, this yields

$$
\begin{align*}
\mathbb{E}\left[Z_{k}(p)\right]=M^{(1)}(0)= & k x,  \tag{86a}\\
\mathbb{E}\left[Z_{k}(p)^{2}\right]=M^{(2)}(0)= & {\left[(1+(k-1) p)^{2}+(k-1)\left(1-p^{2}\right)\right] x(1-x)+k^{2} x^{2}, }  \tag{86b}\\
\mathbb{E}\left[Z_{k}(p)^{3}\right]=M^{(3)}(0)= & x+(k-1) x\left(1+(k-3)(k-2) p^{3}(1-x)(1-2 x)\right. \\
& +3(k-2) p^{2}(1-x)(2+(k-4) x) \\
& +6 p(1-x)(1+(k-2) x)+k x(3+(k-2) x)) . \tag{86c}
\end{align*}
$$

## Appendix B: Diffusion Approximation

As in Lessard [28], let the fitness of an individual of type $C$ or $D$ at any current type step in a population of fixed size $N$ be defined as

$$
\begin{equation*}
f_{C}(x)=1+\frac{s}{N} \pi_{C}(x) \tag{87}
\end{equation*}
$$

or

$$
\begin{equation*}
f_{D}(x)=1+\frac{s}{N} \pi_{D}(x), \tag{88}
\end{equation*}
$$

respectively, where $\pi_{C}(x)$ and $\pi_{D}(x)$ are the average payoffs to $C$ and $D$, respectively, $s \geq 0$ is an intensity of selection and $x$ is the frequency of $C$ at the current time step.

In a Wright-Fisher model, the updating from the current time step to the next, represented by times $t$ and $t+\Delta t$, respectively, is done by making copies of $N$ individuals sampled with replacement such that the probability of sampling each individual is proportional to its fitness. Therefore, the number of $C$ individuals at the next time step, represented by $N X(t+\Delta t)$, given that this frequency of $C$ at the current time step is $X(t)=x$, follows a binomial distribution with parameters $N$ and

$$
\begin{align*}
x^{\prime} & =\frac{x f_{C}(x)}{x f_{C}(x)+(1-x) f_{D}(x)} \\
& =x+\frac{s}{N} x(1-x)\left(\pi_{C}(x)-\pi_{D}(x)\right)+O\left(s^{2} / N^{2}\right) . \tag{89}
\end{align*}
$$

Consequently, taking $N$ time steps as the unit of time so that $\Delta t=1 / N$, the change in the frequency of $C$ from time $t$ to time $t+\Delta t$, represented by $\Delta X(t)=X(t+\Delta t)-X(t)$, has conditional mean and variance given by

$$
\begin{equation*}
\mathbb{E}\left[\Delta X_{t} \mid X_{t}=x\right]=s x(1-x)\left(\pi_{C}(x)-\pi_{D}(x)\right) \Delta t+o(\Delta t) \tag{90}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var}\left[\Delta X_{t} \mid X_{t}=x\right]=x(1-x) \Delta t+o(\Delta t) \tag{91}
\end{equation*}
$$

respectively, while $\mathbb{E}\left[\left(\Delta X_{t}\right)^{4} \mid X_{t}=x\right]=o(\Delta t)$. These conditions ensure convergence to a diffusion process for the frequency of $C$ in the limit of a large population size with

$$
\begin{equation*}
m(x)=s x(1-x)\left(\pi_{C}(x)-\pi_{D}(x)\right) \tag{92}
\end{equation*}
$$

as infinitesimal mean and

$$
\begin{equation*}
v(x)=x(1-x) \tag{93}
\end{equation*}
$$

as infinitesimal variance (see, e.g., Ewens [12]).
The same result holds for a Moran model in which only one individual chosen at random is replaced from the current time step to the next, and this individual is replaced by a copy of one individual sampled in the population with probability proportional to its fitness. Then, the conditional expected change in the frequency of $C$ is

$$
\begin{align*}
\mathbb{E}\left[\Delta X_{t} \mid X_{t}=x\right] & =\frac{1}{N}\left((1-x) x^{\prime}-x\left(1-x^{\prime}\right)\right) \\
& =\frac{s}{N^{2}} x(1-x)\left(\pi_{C}(x)-\pi_{D}(x)\right)+O\left(s^{2} / N^{3}\right) \tag{94}
\end{align*}
$$

while

$$
\begin{align*}
\operatorname{Var}\left[\Delta X_{t} \mid X_{t}=x\right] & =\frac{1}{N^{2}}\left((1-x) x^{\prime}+x\left(1-x^{\prime}\right)\right)-\left(\mathbb{E}\left[\Delta X_{t} \mid X_{t}=x\right]\right)^{2} \\
& =\frac{2}{N^{2}} x(1-x)+O\left(s / N^{3}\right) \tag{95}
\end{align*}
$$

and $\mathbb{E}\left[\left(\Delta X_{t}\right)^{4} \mid X_{t}=x\right]=O\left(1 / N^{4}\right)$. Taking $N^{2} / 2$ time steps as the unit of time, we get the same diffusion as previously in the limit of a large population but with $\tilde{s}=s / 2$ instead of $s$.

More generally, suppose that the numbers of descendants of the individuals having the same fitness from one time step to the next, perhaps including the individuals themselves, are exchangeable random variables [29,32,33]. Let the frequency of $C$ at time $t+\Delta t$ be expressed as

$$
\begin{equation*}
X(t+\Delta t)=\frac{1}{N} \sum_{i=1}^{k} v_{i} \tag{96}
\end{equation*}
$$

if there are $n$ individuals of type $C$ at time $t$ and these leave $\nu_{1}, \ldots, v_{n}$ descendants at time $t+\Delta t$, respectively. Assuming the fitnesses of $C$ and $D$ as defined in the beginning of this appendix and an expected proportion $\rho_{N}$ of the population replaced from one time step to the next irrespective of the types of the individuals, Eq. (89) implies that

$$
\begin{equation*}
\mathbb{E}\left[v_{i}\right]=1+\frac{s \rho_{N}}{N}(1-x)\left(\pi_{C}(x)-\pi_{D}(x)\right)+O\left(s^{2} \rho_{N} / N^{2}\right) \tag{97}
\end{equation*}
$$

for $i=1, \ldots, n$. Note that 1 is the expected value under neutrality. As for the variances and covariances, let us assume that

$$
\begin{equation*}
\operatorname{Var}\left[v_{i}\right]=\sigma_{N}^{2}+O\left(s \rho_{N} / N\right) \text { and } \operatorname{Cov}\left[v_{i}, v_{j}\right]=-c_{N}+O\left(s \rho_{N} / N^{2}\right) \tag{98}
\end{equation*}
$$

where $\sigma_{N}^{2}=\operatorname{Var}_{0}\left[v_{i}\right]=\mathbb{E}_{0}\left[\nu_{i}\left(v_{i}-1\right)\right]=O(1)$ and $c_{N}=\operatorname{Cov}_{0}\left[v_{i}, v_{j}\right]=O(1 / N)$ are the corresponding values under neutrality $(s=0)$, for $i, j=1, \ldots, n$ with $i \neq j$. Using the assumption that the numbers of descendants of the $N$ individuals are exchangeable in the neutral model and the fact that they sum up to the constant $N$, we must have

$$
\begin{equation*}
N \sigma_{N}^{2}-N(N-1) c_{N}=0 \tag{99}
\end{equation*}
$$

[^4]from which
\[

$$
\begin{equation*}
c_{N}=\frac{\sigma_{N}^{2}}{N-1} \tag{100}
\end{equation*}
$$

\]

This leads us to a change $\Delta X(t)=X(t+\Delta t)-X(t)$ whose conditional mean and variance given that $X(t)=n / N=x$ take the forms

$$
\begin{equation*}
\mathbb{E}\left[\Delta X_{t} \mid X_{t}=x\right]=\frac{s \rho_{N}}{N} x(1-x)\left(\pi_{C}(x)-\pi_{D}(x)\right)+O\left(s^{2} \rho_{N} / N^{2}\right) \tag{101}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var}\left[\Delta X_{t} \mid X_{t}=x\right]=\frac{\sigma_{N}^{2}}{N} x(1-x)+O\left(s \rho_{N} / N^{2}\right) \tag{102}
\end{equation*}
$$

respectively. With $N / \sigma_{N}^{2}$ time steps as unit of time, which defines the effective population size, we get the same infinitesimal mean and variance as previously in the limit of a large population but with intensity of selection

$$
\begin{equation*}
\tilde{s}=s \lim _{N \rightarrow \infty} \frac{\rho_{N}}{\sigma_{N}^{2}} \tag{103}
\end{equation*}
$$

instead of $s$. Note that $\rho_{N}=1$ and $\sigma_{N}^{2}=1-1 / N$ in the Wright-Fisher model, while $\rho_{N}=1 / N$ and $\sigma_{N}^{2}=2 / N$ in the Moran model. Note also that we assume the supplementary condition $\mathbb{E}\left[\left(\Delta X_{t}\right)^{4} \mid X_{t}=x\right]=o\left(\sigma_{N}^{2} / N\right)$ in order to ensure the diffusion approximation. This condition is expected to hold if

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{\sum_{i=1}^{N} \mathbb{E}_{0}\left[\frac{v_{i}\left(v_{i}-1\right)\left(v_{i}-2\right)}{N(N-1)(N-2)}\right]}{\sum_{i=1}^{N} \mathbb{E}_{0}\left[\frac{v_{i}\left(v_{i}-1\right)}{N(N-1)}\right]}=\lim _{N \rightarrow \infty} \frac{\mathbb{E}_{0}\left[\nu_{1}\left(v_{1}-1\right)\left(v_{1}-2\right)\right]}{N \mathbb{E}_{0}\left[v_{1}\left(v_{1}-1\right)\right]}=0 \tag{104}
\end{equation*}
$$

which is the necessary and sufficient condition for a diffusion approximation in the neutral model [40]. This condition says that the probability for three distinct individuals randomly chosen in the population at any given time step to have the same parent one time step back is negligible compared to the corresponding probability for two individuals in the limit of a large neutral population. This is the case if the probability distribution for the number of descendants of a single individual is not too highly skewed.

In the case of competition within groups, the fitnesses of $C$ and $D$ in a group of type $j$ are given by

$$
\begin{equation*}
f_{C}(j-1)=1+\frac{s}{N} \psi_{C}(j-1) \tag{105}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{D}(j)=1+\frac{s}{N} \psi_{D}(j) \tag{106}
\end{equation*}
$$

respectively, where $\psi_{C}(j-1)$ and $\psi_{D}(j)$ are the average payoffs to $C$ and $D$, respectively, defined in Eqs. (22) and (23) for $j=0,1, \ldots, k$ with the convention that $\psi_{C}(-1)=$ $\psi_{D}(k)=0$. Then, the probability for an offspring to be of type $C$ is

$$
\begin{equation*}
\sum_{j=0}^{k} z_{j} \frac{\frac{j}{k} f_{C}(j-1)}{\frac{j}{k} f_{C}(j-1)+\left(1-\frac{j}{k}\right) f_{D}(j)} \tag{107}
\end{equation*}
$$

where $z_{j}$ is the frequency of groups with $j$ individuals of type $C$ and $k-j$ individuals of type $D$ for $j=0,1, \ldots, k$. The above probability takes the form

$$
\begin{equation*}
\sum_{j=0}^{k} z_{j} \frac{j}{k}+\frac{s}{N} \sum_{j=0}^{k} z_{j} \frac{j}{k}\left(1-\frac{j}{k}\right)\left(\psi_{C}(j-1)-\psi_{D}(j)\right)+O\left(s^{2} / N^{2}\right) \tag{108}
\end{equation*}
$$

This can be expressed as

$$
\begin{equation*}
x+\frac{s}{N} x(1-x)\left(\tilde{\pi}_{C}(x)-\tilde{\pi}_{D}(x)\right)+O\left(s^{2} / N^{2}\right) \tag{109}
\end{equation*}
$$

where

$$
\begin{equation*}
x=\sum_{j=0}^{k} z_{j} \frac{j}{k}=\frac{\mathbb{E}\left[Z_{k}(p)\right]}{k} \tag{110}
\end{equation*}
$$

is the current frequency of $C$ in the whole population, while $\tilde{\pi}_{C}(x)$ and $\tilde{\pi}_{D}(x)$ are effective average payoffs to $C$ and $D$, respectively, in this population (see Appendix C). Moreover, the above diffusion approximation in the limit of a large population holds with

$$
\begin{equation*}
m(x)=\tilde{s} x(1-x)\left(\tilde{\pi}_{C}(x)-\tilde{\pi}_{D}(x)\right) \tag{111}
\end{equation*}
$$

as infinitesimal mean.

## Appendix C: Effective Average Payoffs Under Local Selection

Using the expression

$$
\begin{equation*}
\psi_{C}(j-1)-\psi_{D}(j)=\alpha\left(\frac{j-1}{k-1}\right)+\beta\left(\frac{k-j}{k-1}\right)-\gamma\left(\frac{j}{k-1}\right)-\delta\left(\frac{k-1-j}{k-1}\right) \tag{112}
\end{equation*}
$$

from Eqs. (22) and (23) for $j=1, \ldots, k-1$, the local replicator dynamics given in Eq. (47) can be written in the form

$$
\begin{equation*}
\dot{x}=\alpha S_{\alpha}+\beta S_{\beta}-\gamma S_{\gamma}-\delta S_{\delta} \tag{113}
\end{equation*}
$$

where

$$
\begin{align*}
S_{\alpha} & =\sum_{j=0}^{k} z_{j} \frac{j-1}{k-1} \frac{j}{k}\left(1-\frac{j}{k}\right) \\
& =-\frac{1}{k^{2}(k-1)} \mathbb{E}\left[Z_{k}(p)^{3}\right]+\frac{k+1}{(k-1) k^{2}} \mathbb{E}\left[Z_{k}(p)^{2}\right]-\frac{1}{(k-1) k} \mathbb{E}\left[Z_{k}(p)\right]  \tag{114a}\\
S_{\beta} & =\sum_{j=0}^{k} z_{j} \frac{k-j}{k-1} \frac{j}{k}\left(1-\frac{j}{k}\right) \\
& =\frac{1}{(k-1) k^{2}} \mathbb{E}\left[Z_{k}(p)^{3}\right]-\frac{2}{k(k-1)} \mathbb{E}\left[Z_{k}(p)^{2}\right]+\frac{1}{k-1} \mathbb{E}\left[Z_{k}(p)\right]  \tag{114b}\\
S_{\gamma} & =\sum_{j=0}^{k} z_{j} \frac{j}{k-1} \frac{j}{k}\left(1-\frac{j}{k}\right)
\end{align*}
$$

$$
\begin{align*}
& =-\frac{1}{(k-1) k^{2}} \mathbb{E}\left[Z_{k}(p)^{3}\right]+\frac{1}{(k-1) k} \mathbb{E}\left[Z_{k}(p)^{2}\right],  \tag{114c}\\
S_{\delta} & =\sum_{j=0}^{k} z_{j} \frac{k-1-j}{k-1} \frac{j}{k}\left(1-\frac{j}{k}\right) \\
& =\frac{1}{(k-1) k^{2}} \mathbb{E}\left[Z_{k}(p)^{3}\right]-\frac{2 k-1}{(k-1) k^{2}} \mathbb{E}\left[Z_{k}(p)^{2}\right]+\frac{1}{k} \mathbb{E}\left[Z_{k}(p)\right] . \tag{114d}
\end{align*}
$$

From Eq. (86) in Appendix A, we know that $\mathbb{E}\left[Z_{k}(p)\right]=k x$, while the second and third moments given there can be expressed as

$$
\begin{equation*}
\mathbb{E}\left[Z_{k}(p)^{2}\right]=k x(1-x)\left(1+(k-1) r_{k}(p)\right)+x^{2} k^{2} \tag{115}
\end{equation*}
$$

and

$$
\begin{align*}
\mathbb{E}\left[Z_{k}(p)^{3}\right]= & k\left(x+(k-1) x(3+(k-2) x)-(k-1) x(1-x)\left((k-2)(2 x-1) s_{k}(p)\right.\right. \\
& \left.\left.-3(1+(k-2) x) r_{k}(p)+(3+(k-2) x)\right)\right) \tag{116}
\end{align*}
$$

respectively, where $r_{k}(p)$ and $s_{k}(p)$ are given in Eqs. (13) and (51), respectively. Then, straightforward calculations lead to

$$
\begin{align*}
S_{\alpha}= & x(1-x) \frac{k-2}{k}\left(\left(1-2 r_{k}(p)+s_{k}(p)\right) x+\left(r_{k}(p)-s_{k}(p)\right)(1-x)\right)  \tag{117a}\\
S_{\beta}= & x(1-x) \frac{1}{k}\left(\left(1+(k-3) r_{k}(p)-(k-2) s_{k}(p)\right) x\right. \\
& \left.+\left(k-1-(2 k-3) r_{k}(p)+(k-2) s_{k}(p)\right)(1-x)\right),  \tag{117b}\\
S_{\gamma}= & -x(1-x) \frac{1}{k}\left(\left(k-1+(2 k-3) r_{k}(p)-(k-2) s_{k}(p)\right) x\right. \\
& \left.-\left(1+(k-3) r_{k}(p)-(k-2) s_{k}(p)\right)(1-x)\right),  \tag{117c}\\
S_{\delta}= & -x(1-x) \frac{k-2}{k}\left(\left(s_{k}(p)-r_{k}(p)\right) x-\left(1-2 r_{k}(p)+s_{k}(p)\right)(1-x)\right) . \tag{117d}
\end{align*}
$$

Algebraic manipulations show that Eq. (113) can be expressed as

$$
\begin{equation*}
\dot{x}=x(1-x)\left(\tilde{\pi}_{C}(x)-\tilde{\pi}_{D}(x)\right), \tag{118}
\end{equation*}
$$

where

$$
\begin{align*}
& \tilde{\pi}_{C}(x)=\tilde{\alpha}_{k}(p) x+\tilde{\beta}_{k}(p)(1-x)  \tag{119a}\\
& \tilde{\pi}_{D}(x)=\tilde{\gamma}_{k}(p) x+\tilde{\delta}_{k}(p)(1-x) \tag{119b}
\end{align*}
$$

with

$$
\begin{align*}
& \tilde{\alpha}_{k}(p)=\frac{k-2}{k}\left(1-2 r_{k}(p)+s_{k}(p)\right) \alpha,  \tag{120a}\\
& \tilde{\delta}_{k}(p)=\frac{k-2}{k}\left(1-2 r_{k}(p)+s_{k}(p)\right) \delta, \tag{120b}
\end{align*}
$$

and then necessarily

$$
\begin{align*}
& \tilde{\beta}_{k}(p)=\frac{1}{k}\left(1-r_{k}(p)\right)((k-1) \beta-\gamma)-\frac{k-2}{k}\left(r_{k}(p)-s_{k}(p)\right)(\beta-\alpha+\gamma),  \tag{121a}\\
& \tilde{\gamma}_{k}(p)=\frac{1}{k}\left(1-r_{k}(p)\right)((k-1) \gamma-\beta)-\frac{k-2}{k}\left(r_{k}(p)-s_{k}(p)\right)(\gamma-\delta+\beta) . \tag{121b}
\end{align*}
$$
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