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Abstract. Let x, h and Q be three parameters. We show that, for most moduli q ≤ Q and
for most positive real numbers y ≤ x, every reduced arithmetic progression a (mod q) has
approximately the expected number of primes p from the interval (y, y + h], provided that
h > x1/6+ε and Q satisfies appropriate bounds in terms of h and x. Moreover, we prove
that, for most moduli q ≤ Q and for most positive real numbers y ≤ x, there is at least one
prime p ∈ (y, y + h] lying in every reduced arithmetic progression a (mod q), provided that
1 ≤ Q2 ≤ h/x1/15+ε.

1. Introduction

Let

E(x, h; q) = max
(a,q)=1

∣∣∣∣∣∣∣∣
∑

x<p≤x+h
p≡a (mod q)

log p− h

φ(q)

∣∣∣∣∣∣∣∣ .
It is believed that E(x, h; q) �ε x

ε
√
h/q for all 1 ≤ q ≤ h ≤ x, which would imply that

each subinterval of (x, 2x] of length > qxε
′

has its fair share of primes from each reduced
arithmetic progression a (mod q) (see [Mon76, FG89] for results and conjectures concerning
the case h = x). Proving such a result lies well beyond the current technology. However,
for several applications it turns out that bounding E(x, h; q) on average suffices. The case
h = x, is a rephrasing of the famous Bombieri-Vinogradov theorem: for each fixed A > 0,
there is some B = B(A) > 0 such that∑

q≤x1/2/(log x)B
E(x, x; q)� x

(log x)A
.

Subsequently, various authors focused on obtaining similar results for h small compared to
x. The first such results were obtained by Jutila [Jut70], Motohashi [Mot71], and Huxley
and Iwaniec [HI75]. Their bounds were subsequently improved by Perelli, Pintz and Salerno
[PPS84, PPS85] and, finally, by Timofeev [Tim87], who showed that∑

q≤Q

E(x, h; q)� h

(log x)A(1.1)

when x3/5(log x)2A+129 ≤ y ≤ x and Q ≤ y/(
√
x(log x)A+64), and when x7/12+ε ≤ y ≤ x and

Q ≤ y/x11/20+ε with ε fixed and positive.
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Results such as the above ones are closely related to what we call zero-density estimates.
Typically, such an estimate is an inequality of the form∑

q≤Q

∑∗

χ (mod q)

N(σ, T, χ)� (Q2T )c(1−σ) logM(QT ) (Q ≥ 1, T ≥ 2, 1/2 ≤ σ ≤ 1),(1.2)

where c and M are some fixed numbers, N(σ, T, χ) denotes the number of zeroes ρ = β + iγ

of the Dirichlet L-function L(s, χ) with β ≥ σ and |γ| ≤ T , and the symbol
∑∗

means that

we are summing over primitive characters only. The best result of this form we currently
know is with c = 12/5 + ε (and M = 14 is admissible), a consequence of [Mon71, Theorem
12.2, eqn. (12.13)] when 1/2 ≤ σ ≤ 3/4, of [Hux75, eqn. (1.1)] for 3/4 ≤ σ ≤ 5/6, and of
[Mon71, Theorem 12.2, eqn. (12.14)] when 5/6 ≤ σ ≤ 1. The case c = 2 and M = 1 is
called the Grand Density Conjecture [IK04, p. 250], which, for practical purposes, is often
as strong as the Generalized Riemann Hypothesis itself. Proving that (1.2) holds for some
c < 12/5 would immediately imply relation (1.1) in a wider range of h.

In the present paper, we study the distribution of primes in short arithmetic progressions
too, with the difference that we let the exact location of the interval (x, x+h] vary. The first
result of this flavour was shown by Selberg [Sel43] when Q = 1, whose work implies that

∫ 2x

x

∣∣∣∣∣ ∑
y<p≤y+h

log p− h

∣∣∣∣∣ dy � hx

(log x)A
(1.3)

for all A > 0, as long as h > x19/77+ε. Huxley’s results [Hux72] allows one to demonstrate
(1.3) when h > x1/6+ε. Finally, if relation (1.2) is true for Q = 1 and some c ≥ 2, then
(1.3) holds for h > x1−2/c+ε (see, for example, [IK04, Exercise 5]). Our first result is a
generalization of this statement.

Theorem 1.1. Assume that relation (1.2) holds for some c ∈ [2, 4]. Fix A ≥ 1 and ε ∈
(0, 1/3]. If x ≥ h ≥ 1 and 1 ≤ Q2 ≤ h/x1−2/c+ε, then∫ 2x

x

∑
q≤Q

E(y, h; q)dy �ε,A
hx

(log x)A
.

Theorem 1.1 will be proven in Section 2. The fact that h is allowed to cover a longer
range compared to the case when the interval (x, x + h] is fixed was important in [CDKSa]
and [CDKSb], where primes in progressions were needed to be found in intervals (x, x + h]
of length h �

√
x.

Letting c = 12/5 + ε in Theorem 1.1 allows us to take Q2 = h/x1/6+ε
′
. Using a more

sophisticated approach based on the frequency of large values of Dirichlet polynomials due
to Gallagher-Montgomery and Huxley, it is possible to improve this result when h >

√
x.

This is the context of the next theorem, which will be proven in Section 4. Note that when
h approaches x, our result converges towards a weak version of the Bombieri-Vinogradov
theorem.
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Theorem 1.2. Fix A ≥ 1 and ε ∈ (0, 1/3]. Let x ≥ 1, h = xθ with 1/6 + 2ε ≤ θ ≤ 1, and
Q ≥ 1 such that Q2 ≤ h/xα+ε, where

α =


(1− θ)/3 if 5/8 ≤ θ ≤ 1,

1/8 if 13/24 ≤ θ ≤ 5/8,

2/3− θ if 1/2 ≤ θ ≤ 13/24,

1/6 if 1/6 + 2ε ≤ θ ≤ 1/2.

Then we have that ∫ 2x

x

∑
q≤Q

E(y, h; q)dy �ε,A
hx

(log x)A
.

The graph of α as a function of θ is given below.
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Finally, we note that using some results due to Li [Li97] allows us to take α = 1/15 in
Theorem 1.2 if we contend ourselves with only lower bounds on the number of primes in a
short arithmetic progressions. A related result was proven by Kumchev [Kum02] but for a
fixed short interval. It should be noted that when Q = 1, Jia [Jia96] showed that α = 1/20 is
admissible. However, the proof of Jia’s =result uses some more specialized results concerning
Kloosterman sums that do not have exact analogs when we add a long average over arithmetic
progressions as well (though in [HWW04] a related result was proven).

Theorem 1.3. Fix ε and consider x ≥ h ≥ 2 and 1 ≤ Q2 ≤ h/x1/15+ε. Then there is a
constant c = c(ε) > 0 such that, for all A > 0, we have

#

 (q, n) ∈ N2

q ≤ Q, n ≤ x
:

∑
n<p≤n+h
p≡a (mod q)

log p ≥ ch

φ(q)
when (a, q) = 1

 = Qx+O

(
Qx

(log x)A

)
.

The proof of this result, which will be given in Section 5, will be relatively short as we
will almost immediately appeal to Li’s results and methods from [Li97]. We state it and
prove it also because of an interesting application it has to a rather distant problem studied
in [BPS12] and in [CDKSb]. There the quantity of interest was S(M,K), which is defined
to be the number of pairs (m, k) ∈ N2 with m ≤ M and k ≤ K for which there exists an
elliptic curve E over Fp with group of points E(Fp) ∼= Z/mZ×Z/mkZ. As it was shown by
Banks, Shparlinski and Pappalardi in [BPS12], we have that

S(M,K) = #{m ≤M, k ≤ K : ∃ p ∈ (m2k− 2m
√
k+ 1,m2 + 2m

√
k+ 1), p ≡ 1 (modm)}.

So a straightforward application of Theorem 1.3 implies the following result, which is a
strengthening of the unconditional part of Theorem 1.5 in [CDKSb].
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Corollary 1.4. Fix ε > 0 and A > 0. If M ≤ K13/34−ε, then we have that

S(M,K) = MK +OA,ε

(
MK

(logK)A

)
.

Acknowledgements. I would like to thank Sandro Bettin for many useful discussions
around Lemma 3.3 and the use of a smooth partition of unity, and Kaisa Matomäki for
various useful suggestions and for providing many useful references. I would also like to
thank my coauthors in [CDKSa, CDKSb], Vorrapan Chandee, Chantal David and Ethan
Smith, for their helpful comments as well as for their encouragement.

This work was partially supported by the Natural Sciences and Engineering Research
Council of Canada Discovery Grant 435272-2013.

2. The proof of Theorem 1.1

Let x, h,Q, ε and A as in the statement of the first part of Theorem 1.1. We may assume
that x is large enough in terms of A and ε. Throughout the rest of the paper, we set

L = log x.

Since h ≥ x1−2/c+ε by assumption, relation (1.3) and the comments following it imply that
it is enough to prove that ∫ 2x

x

∑
q≤Q

E ′(y, h; q)dy �A,ε
hx

LA
,(2.1)

where

E ′(x, h; q) := max
(a,q)=1

∣∣∣∣∣∣∣∣
∑

x<p≤x+h
p≡a (mod q)

log p− 1

φ(q)

∑
x<p≤x+h
(p,q)=1

log p

∣∣∣∣∣∣∣∣ .
(Notice that the condition (p, q) = 1 in the second sum is trivially satisfied for primes p > Q.)

We further reduce this relation to the bound∫ 4x

x

∑
q≤Q

E ′′(y, ηy; q)dy �ε,A
ηx2

LA
,(2.2)

where

η :=
h

xLA+1
= xθ−1L−A−1.

Indeed, covering (y, y + h] by intervals of the form (yj, yj+1], where yj = (1 + η)jy, implies
that

E ′(y, h; q) ≤
∑

1≤(1+η)j≤1+h/y

E ′(yj, ηyj; q) +O

(
ηx

φ(q)

)
,

by the Brun-Titchmarsch inequality. So∫ 2x

x

∑
q≤Q

E ′(y, h; q)dy ≤
∑

1≤(1+η)j≤1+h/x

1

(1 + η)j

∫ 2(1+η)jx

(1+η)jx

∑
q≤Q

E ′(y, ηy; q)dy +O(ηx2L)

� h

ηx

∫ 4x

x

∑
q≤Q

E ′(y, ηy; q)dy + ηx2L,
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which implies Theorem 1.1 if relation (2.1) holds. So from now on we focus on proving this
relation.

Moreover, we need to remove certain ‘bad’ moduli from our sum. Set

σ0 = 1− c0 logL
L

,

where c0 is some large constant to be determined later and let E be the set of moduli q ≤ Q
which are multiples of integers d modulo which there exists a primitive Dirichlet character
χ such that N(σ0, x, χ) ≥ 1. Note that any such d must be greater than D1 := L4c0+A+M+3,
where M is the constant in relation (1.2). This a consequence of the Korobov-Vinogradov
zero-free region for L(s, χ) (see the notes of Chapter 9 in [Mon94]) and of Siegel’s theorem
[Dav00, p. 126]. Therefore∫ 4x

x

∑
q∈E

E ′(y, ηy; q)dy �
∑
q∈E

ηx2

φ(q)
≤ ηx2L

∑
D1≤d≤Q

∑∗

χ (mod d)

N(σ0, x, χ)
∑

q≤Q, d|q

1

q

� ηx2L2
∑

D1≤d≤Q

1

d

∑∗

χ (mod d)

N(σ0, x, χ)

by the Brun-Titchmarsch inequality. Splitting the range of d into O(L) intervals of the form
[D, 2D] and applying relation (1.2) with c ≤ 4 to each one of them , we find that∫ 4x

x

∑
q∈E

E ′(y, ηy; q)dy � ηx2LM+2 max
D1≤D≤2Q

(D2x)4(1−σ0)

D
� ηx2+4(1−σ0)

L4c0+A
=
ηx2

LA
.(2.3)

Therefore, instead of (2.2), it suffices to show∫ 4x

x

∑
q≤Q
q/∈E

E ′(y, ηy; q)dy �ε,A
ηx2

LA
,

(2.4)

Next, let Λ(n) be the von Mangoldt function, defined to be log p if n = pk for some k, and
0 otherwise, and set

E ′′(x, h; q) = max
(a,q)=1

∣∣∣∣∣∣∣∣
∑

x<n≤x+h
n≡a (mod q)

Λ(n)− 1

φ(q)

∑
y<n≤y+h
(n,q)=1

Λ(n)

∣∣∣∣∣∣∣∣ .
Then we have that

E ′(y, ηy; q)− E ′′(y, ηy, q)�
∑

y<pk≤y+ηy
k≥2

log p� (η
√
x+ 1)L2

for every y ∈ [x, 2x]. Since Q2 ≤ ηx1−ε/2 ≤ x1−ε/2, we deduce that∫ 2x

x

∑
q≤Q

|E ′(y, ηy; q)− E ′′(y, ηy; q)|dy � (ηx3/2Q+ xQ)L2 �ε,A
ηx2

LA
,
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thus reducing relation (2.4) to showing that∫ 2x

x

∑
q≤Q
q/∈E

E ′′(y, ηy; q)dy �A,ε
ηx2

LA
.

(2.5)

The next step is to switch from arithmetic progressions to sums involving Dirichlet char-
acters. Given an arithmetic function f : N→ C, we set

S(y, h; f) =

∣∣∣∣∣ ∑
y<n≤y+h

f(n)

∣∣∣∣∣ .
If χ is induced by χ1, then we have that

|S(y, ηy; Λχ)− S(y, ηy; Λχ1)| ≤
∑

y<n≤y(1+η)
(n,q)>1

Λ(n) ≤ ω(q) log(2y)� L2,
(2.6)

uniformly in q ≤ x and y ≤ 3x. So for such choices of q and y, we have that

E ′′(y, ηy; q) ≤ 1

φ(q)

∑
χ (mod q)
χ 6=χ0

S(y, ηy;χ) =
1

φ(q)

∑
d|q, d>1

∑∗

χ (mod d)

S(y, ηy;χ) +O(L2).
(2.7)

Therefore, using the inequality φ(dm) ≥ φ(d)φ(m), we find that∑
q≤Q
q/∈E

E ′′(y, ηy; q) ≤
∑
q≤Q
q/∈E

1

φ(q)

∑
d|q, d>1

∑∗

χ (mod d)

S(y, ηy; Λχ) +O(QL2)

≤
∑

1<d≤Q
d/∈E

∑∗

χ (mod d)

S(y, ηy; Λχ)
∑
q≤Q
d|q

1

φ(q)
+O(QL2)

� L
∑

1<d≤Q
d/∈E

1

φ(d)

∑∗

χ (mod d)

S(y, ηy; Λχ) +O(QL2).

Hence breaking the interval (1, Q] into O(L) dyadic intervals of the form (D, 2D] implies
that ∑

q≤Q

E ′′(y, ηy; q)� L3 max
1≤D≤Q

1

D

∑
D<d≤2D
d/∈E

∑∗

χ (mod d)

S(y, ηy; Λχ) +O(QL2),

thus reducing relation (2.5) to showing that∫ 4x

x

∑
D<d≤2D
d/∈E

∑∗

χ (mod d)

S(y, ηy; Λχ)dy � Dηx2

LA+3
(1 ≤ D ≤ Q).(2.8)

In order to prove (2.8), we express S(y, ηy; Λχ) as a sum over zeroes of L(s, χ). Let T0 be
the unique number of the form 2j − 1, j ∈ N, lying in (x/2, x]. Applying [Dav00, p. 118,
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eqn. (9)], we find that for q ≤ x

S(y, ηy; Λχ) ≤

∣∣∣∣∣∣∣∣
∑

ρ=β+iγ 6=0 :L(ρ,χ)=0
0≤β≤1, |γ|≤T0

(1 + η)ρ − 1

ρ
· yρ

∣∣∣∣∣∣∣∣+O(L2)

≤
∑

1≤2j≤x/2

∣∣∣∣∣∣∣∣
∑

ρ=β+iγ 6=0 :L(ρ,χ)=0
0≤β≤1, 2j≤|γ|+1≤2j+1

(1 + η)ρ − 1

ρ
· yρ

∣∣∣∣∣∣∣∣+O(L2)

Now, if L(s, χ) has no zeroes ρ = β + iγ with β ≥ σ0 and |γ| ≤ x, then the functional
equation implies that there are no zeroes with 0 ≤ β ≤ 1− σ0 and |γ| ≤ x (except possibly
for ρ = 0, which excluded from our sum). So if we let

Z(T, χ) = {ρ = β + iγ : L(ρ, χ) = 0, 1− σ0 ≤ β ≤ σ0, T ≤ |γ|+ 1 ≤ 2T},
then we find that∫ 4x

x

∑
D<d≤2D
d/∈E

∑∗

χ (mod d)

S(y, ηy; Λχ)dy

� L max
1≤T≤x

∫ 4x

x

∑
D<d≤2D

∑∗

χ (mod d)

∣∣∣∣∣∣
∑

ρ∈Z(T,χ)

(1 + η)ρ − 1

ρ
· yρ
∣∣∣∣∣∣ dy +D2xL2.

The second error term is� Dηx2/LA+3, since D ≤ Q ≤ √ηx/xε/2. In order to treat the first
error term, we apply the Cauchy-Schwarz inequality. This reduces (2.8) to showing that

R(D,T ) :=

∫ 4x

x

∑
D<d≤2D

∑∗

χ (mod d)

∣∣∣∣∣∣
∑

ρ∈Z(T,χ)

(1 + η)ρ − 1

ρ
· yρ
∣∣∣∣∣∣
2

dy � η2x3

L2A+8
(2.9)

for 1 ≤ D2 ≤ ηx2/c−ε/2 and 1 ≤ T ≤ x. Using the identity |z|2 = zz to expand the square of
the absolute value in (2.9) and then integrating over y ∈ [x, 4x], we find that

R(D,T ) =
∑
d≤D

∑∗

χ (mod d)

∑
ρ1,ρ2∈Z(T,χ)

(1 + η)ρ1 − 1

ρ1

(1 + η)ρ2 − 1

ρ2
· (4x)ρ1+ρ2+1 − xρ1+ρ2+1

ρ1 + ρ2 + 1

� x3L2 min

{
η,

1

T

}2∑
d≤D

∑∗

χ (mod d)

∑
ρ1,ρ2∈Z(T,χ)

xβ1+β2−2

1 + |γ1 − γ2|
,

where we have written ρj = βj + iγj for j ∈ {1, 2}. Since xβ1+β2 ≤ x2β1 + x2β2 and∑
ρj∈Z(T,χ)

1

1 + |γ1 − γ2|
� L2 (j ∈ {1, 2})

(see for example [Dav00, p. 98, eqn (1) and (2)]), we deduce that

R(D,T )� x3L4 min

{
η,

1

T

}2∑
d≤D

∑∗

χ (mod d)

∑
ρ∈Z(T,χ)

x2β−2.
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This reduces (2.9) to proving that

R′(D,T ) :=
∑
d≤D

∑∗

χ (mod d)

∑
ρ∈Z(T,χ)

x2β−2 � max{ηT, 1}2

L2A+12
.(2.10)

For each Dirichlet character χ (mod d), there are at most O(T log(dT )) zeroes ρ ∈ Z(T, χ)
with β ≤ 1/2 + 1/L by [Dav00, p. 101, eq. (1)]. For the rest of the zeroes, note that

x2β−2 � L
∫ β
1/2
x2(σ−1)dσ and consequently (1.2) implies that

R′(D,T )� D2TL
x

+ L
∫ σ0

1/2

∑
d≤D

∑∗

χ (mod d)

N(σ, T, χ)
dσ

x2(1−σ)

� D2TL
x

+ LM+1

∫ σ0

1/2

(
(D2T )c

x2

)1−σ

dσ.

Since c ∈ [2, 4] and D2/η ≤ x2/c−ε/2, we conclude that

R′(D,T )

max{1, ηT}2
� D2L

ηx
+ LM+1

∫ σ0

1/2

(
(D2/η)c

x2

)1−σ

dσ

� L
x1−2/c+ε/2

+
LM+2

xcε(1−σ0)/2
� 1

Lc0cε/2−M−2
.

Choosing c0 = 2(2A+M+14)/(cε) then proves (2.10) thus completing the proof of Theorem
1.1.

3. Some auxiliary results

Before we embark on the main part of the proof of Theorems 1.2 and 1.3, we state here the
main technical tools we will use. The first one is a result due to Montgomery and Gallagher
[Mon71, Theorem 7.1].

Lemma 3.1. Let {an}Nn=1 be a sequence of complex numbers. For Q ≥ 1 and T ≥ 1 we have
that ∑

q≤Q

∑∗

χ (mod q)

∫ T

−T

∣∣∣∣∣
N∑
n=1

anχ(n)

nit

∣∣∣∣∣
2

dt� (Q2T +N)
N∑
n=1

|an|2.

Combining Lemma 3.1 with a result due to Huxley [IK04, Theorem 9.18, p.247], we have
the following estimate on the frequency of large values of Dirichlets polynomials twisted by
Dirichlet characters. Here and for the rest of the paper, given a set

R ⊂ {(t, χ) : t ∈ R, χ is a Dirichlet character},
we say that R is well-spaced if for each (t, χ), (t′, χ) ∈ R with t 6= t′, we have that |t−t′| ≥ 1.
Moreover, we let τm denote the number of ways to write n as a product of m positive integers.

Lemma 3.2. Fix m ∈ N and r ≥ 0 and let {an}Nn=1 be a sequence of complex numbers such
that |an| ≤ τm(n)(log n)r for all n ≤ N . For each Dirichlet character χ, we set A(s, χ) =∑N

n=1 anχ(n)/ns and we consider a well spaced set

R ⊂
⋃
q≤Q

⋃
χ (mod q)
χ primitive

{(t, χ) : t ∈ R, |A(1/2 + it, χ)| ≥ U} ,
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where U ≥ 1, Q ≥ 1 and T ≥ 1 are some parameters. If H = Q2T , then

|R| �m,r min

{
N +H

U2
,
N

U2
+
NH

U6

}
(log 2N)3m

2+6r+18.

Finally, we need the following result which allows us to pass from a sum of characters of
length N to a shorter sum when N is large enough. Its proof is a standard application of
ideas related to the approximate functional equation of L-functions (for example, see Section
9.6 in [IK04]).

Lemma 3.3. Let χ be a primitive Dirichlet character modulo q ∈ (1, Q], g : [0,+∞) →
[0,+∞) be a smooth function supported on [1, 4], t ∈ R, N ≥ 1 and r ∈ Z≥0. If |t| ≤ T for
some T ≥ 2, and M = max{1, (QT/N)1+δ} for some fixed δ > 0, then

∞∑
n=1

g(n/N)χ(n)(log n)r

n1/2+it
�r,δ (log 2N)r

∫ ∞
−∞

∣∣∣∣∣∑
n≤M

χ(n)

n1/2+i(u+t)

∣∣∣∣∣ du

1 + u2
.

Proof. It suffices to consider the case r = 0. Indeed, for the general case, note that

(log n)r = (logN + log(n/N))r =
r∑
j=0

(
r

j

)
(logN)j(log(n/N))r−j.

So the general case follows by the case r = 0 applied with g logr−j, 0 ≤ j ≤ r, in place of g.
Moreover, we may assume that δ ≤ 1/2.

Set s0 = 1/2 + it and let ĝ(w) =
∫∞
0
g(u)uw−1du be the Mellin transform of g. Then

∞∑
n=1

g(n/N)χ(n)

ns0
=

1

2πi

∫
<(w)=3/4

L(s0 + w, χ)Nwĝ(w)dw

=
1

2πi

∫
<(w)=−3/4

L(s0 + w, χ)Nwĝ(w)dw,

by Cauchy’s theorem, since ĝ is entire by our assumption that g is supported on [1, 4]. We
make the change of variable s = 1− w − s0 = s0 − w so that

∞∑
n=1

g(n/N)χ(n)

ns0
=
N s0

2πi

∫
<(s)=5/4

L(1− s, χ)N−sĝ(s0 − s)ds.

There is a complex number εχ of modulus 1 such that

L(1− s, χ) =
2εχ
q1/2

( q

2π

)s
γ(s, χ)L(s, χ),

where

γ(s, χ) = Γ(s) cos

(
π(s− a)

2

)
with a = (1− χ(−1))/2. Therefore

∞∑
n=1

g(n/N)χ(n)

n1/2+it
=
εχN

s0

q1/2πi

∫
<(s)=5/4

( q

2πN

)s
γ(s, χ)L(s, χ)ĝ(s0 − s)ds.
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We expand the sum L(s, χ) and invert the order of integration and summation to find that

∞∑
n=1

g(n/N)χ(n)

n1/2+it
=
εχN

s0

q1/2πi

∞∑
n=1

χ(n)

∫
<(s)=5/4

( q

2πnN

)s
γ(s, χ)ĝ(s0 − s)ds.

We will show that the terms with n > M0 := (QT/N)1+δ contribute very little to the
above sum. Indeed, for such an n, we shift the line of integration to the line <(s) = A.
If s = A + iu, then we have that γ(s, χ) �A 1 + |u|A−1/2 by Stirling’s formula. Since
ĝ(A+ iu)�B 1/(1 + |u|B), for any B > 0, we conclude that∫
<(s)=5/4

( q

2πnN

)s
γ(s, χ)ĝ(s0 − s)ds =

∫
<(s)=A

( q

2πnN

)s
γ(s, χ)ĝ(s0 − s)ds

�A

( q

nN

)A ∫ ∞
−∞

1 + |u|A−1/2

1 + |u− t|B
du�A

1√
T

(
QT

nN

)A
by taking B = A + 2 and using our assumptions that |t| ≤ T and that q ≤ Q. If A ≥ 2/δ,
then we conclude that

∞∑
n=1

g(n/N)χ(n)

n1/2+it
=
εχN

s0

q1/2πi

∑
n≤M0

χ(n)

∫
<(s)=5/4

( q

2πnN

)s
γ(s, χ)ĝ(s0 − s)ds+Oδ,A

(
M−δA/2) .

For the integers n ≤M0, we set s = s0 +w, move the line of integration to the line <(w) = 0
and invert the order of summation and integration to conclude that

∞∑
n=1

g(n/N)χ(n)

n1/2+it
=

εχ
(2π)s0qitπi

∫
<(w)=0

( q

2πN

)w
γ(s0 + w, χ)

∑
n≤M0

χ(n)

ns0+w
ĝ(−w)dw

+Oδ,A

(
M−δA/2) .

If w = −iu, then γ(s0 + w, χ)ĝ(−w)� 1/(1 + u2). Therefore

∞∑
n=1

g(n/N)χ(n)(log n)r

n1/2+it
�δ,A

∫ ∞
−∞

∣∣∣∣∣ ∑
n≤M0

χ(n)

n1/2+i(u+t)

∣∣∣∣∣ du

1 + u2
+

1

M δA/2
.

If M0 < 1, so that M = 1, then the lemma follows immediately by the above estimate. If
M0 ≥ 1, so that M = M0, then the second term can be absorbed into the main term by
taking A large enough: we have that∫ M2

−M2

∣∣∣∣∣∑
n≤M

χ(n)

n1/2+i(u+t)

∣∣∣∣∣
2

du�M2

by Theorem 9.1 in [IK04]. Therefore∫ ∞
−∞

∣∣∣∣∣∑
n≤M

χ(n)

n1/2+i(u+t)

∣∣∣∣∣ du

1 + u2
� 1

M9/2

∫ M2

−M2

∣∣∣∣∣∑
n≤M

χ(n)

n1/2+i(u+t)

∣∣∣∣∣
2

du� 1

M5/2
,

which proves the lemma in the case when M0 ≥ 1 too by taking A = 5/δ. �
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4. The proof of Theorem 1.2

Let A, ε and x, h,Q be as in the statement of Theorem 1.2. All implied constants might
depend on ε and A, as well as on the parameters k0, B, C and δ, and the function g introduced
below.

Arguing as in Section 2, we note that is enough to prove that∫ 4x

x

∑
D<d≤2D

∑∗

χ (mod d)

S(y, ηy; Λχ)dy � Dηx2

LA+3
(1 ≤ D ≤ Q),

where

η :=
h

xLA+1
= xθ−1L−A−1.

(Here we don’t need to remove the exceptional characters, even though we could do so using
relation (1.2) with c = 12/5 + ε.) So from now on we fix D ∈ [1, Q] and we set

D2 =
ηx

xβ
= xθ−βL−A−1,(4.1)

so that β ∈ [α + ε/2, θ].
Next, we fix k0 ∈ N to be chosen later and use Heath-Brown’s identity as in [HB82, p.1367]

to replace the von Mangoldt function by certain convolutions. Indeed, we have that∑
y<n≤y+ηy

Λ(n)χ(n) =

k0∑
k=1

(−1)k−1
(
k0
k

) ∑
y<n≤y+ηy

nk+1,...,n2k≤(4x)1/k0

(log n1)µ(nk+1) · · ·µ(n2k)χ(n1 · · ·n2k)

for all y ≤ 3x. We break the range of nk+1, . . . , n2k into dyadic intervals (Nk+1, 2Nk+1], . . . ,
(N2k, 2N2k]. For the range of n1, . . . , n2k we will be more careful and use a smooth partition
of unity: there is a smooth function g : R≥0 → R≥0 supported on [1, 4] such that∑

j∈Z

g
( x

2j

)
= 1 (x > 0).

Indeed, such a function can be constructed by fixing a smooth function g̃ : R≥0 → R≥0
supported on [1, 2] such that

∫∞
0
g̃(u)du/u = 1, and by setting

g(x) =

∫ 2

1

g̃(x/u)
du

u
.

Then we find that S(y, ηy; Λχ) can be bounded by O(L2k0) sums of the form S(y, ηy; fχ),
where f = f1 ∗ f2 ∗ · · · ∗ f2k for some k ∈ {1, . . . , k0} with

fj(n) =


g(n/Nj) log n if j = 1,

g(n/Nj) if 2 ≤ j ≤ k,

1(Nj ,2Nj ](n)µ(n) if k + 1 ≤ j ≤ 2k,

(4.2)

and N1, . . . , N2k being numbers that belong to [1/4, 4x] and satisfy the inequalities

Nk+1, . . . , N2k ≤ 4x1/k0 and N1 · · ·N2k � x.

So it suffices to show that∫ 4x

x

∑
D<d≤2D

∑∗

χ (mod d)

S(y, ηy; fχ)dy � Dηx2

LA+2k0+3
.(4.3)
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In order to detect the condition y < n ≤ y + ηy in S(y, ηy; fχ), we use Perron’s formula: if
we set

Fj(s, χ) =
∞∑
n=1

fj(n)χ(n)

ns
(1 ≤ j ≤ 2k)

and

F (s, χ) = F1(s, χ) · · ·F2k(s, χ) =
∞∑
n=1

f(n)χ(n)

ns
,

and we fix some T0 ∈ (x/2, x], then using the lemma in [Dav00, p. 105] we find that∑
n≤z

f(n)χ(n) =
1

2πi

∫
<(s)=1/2
|=(s)|≤T0

F (s, χ)
zs

s
ds+O(xε/10) (1 ≤ z ≤ 5x).

(4.4)

Applying this estimate for z = y and z = y + ηy with y ∈ [x, 4x], we find that

∫ 4x

x

∑
d≤D

∑∗

χ (mod d)

S(y, η; fχ)dy =
1

2π

∑
d≤D

∑∗

χ (mod d)

∫ 4x

x

∣∣∣∣∣∣∣∣∣
∫

<(s)=1/2
|=(s)|≤T0

F (s, χ)
(1 + η)s − 1

s
· ysds

∣∣∣∣∣∣∣∣∣
+O

(
D2x1+ε/10

)
.(4.5)

Dividing the range of integration into O(L) subsets of the form {s = 1/2 + it : T − 1 ≤ |t| ≤
2T − 1}, T = 2m ≥ 1, and choosing T0 as the unique number of the form 2m − 1 belonging
to (x/2, x], we find that (4.3) is reduced to showing that

∑
d≤D

∑∗

χ (mod d)

∫ 4x

x

∣∣∣∣∣∣∣∣∣
∫

<(s)=1/2
T≤|=(s)|+1≤2T

F (s, χ)
(1 + η)s − 1

s
· ysds

∣∣∣∣∣∣∣∣∣�
Dηx2

LA+2k0+4
(4.6)

for all T ∈ [1, x/2].
We continue by dividing the range of integration according to the size of the Dirichlet poly-

nomials Fj(s, χ). To this end, we fix some numbers U1, . . . , U2k with 1 ≤ U1 �
√
N1 logN1

and 1 ≤ Uj �
√
Nj for j ∈ {2, 3, . . . , 2k}, and we set

P(χ, T,U) = {t ∈ R : T ≤ |t|+ 1 ≤ 2T, Uj ≤ |Fj(1/2 + t, χ)|+ 1 ≤ 2Uj (1 ≤ j ≤ 2k)}.

Then relation (4.6) is reduced to showing that

∑
D<d≤2D

∑∗

χ (mod d)

∫ 4x

x

∣∣∣∣∣∣∣∣∣
∫

s=1/2+it
t∈P(χ,T,U)

F (s, χ)
(1 + η)s − 1

s
· ysds

∣∣∣∣∣∣∣∣∣�
Dηx2

LA+4k0+4
,(4.7)

for all U1, . . . , U2k as above. From now on we fix such a choice of U1, . . . , U2k, and we set

U = U1 · · ·U2k.
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Observe that |F (1/2 + it, χ)| � U for t ∈ P(χ, T,U). We fix two large enough constants B
and C to be chosen later and we claim that we may assume that

U ≤ min{LB
√
x/D,

√
x/LC}.(4.8)

First, we show that we may assume that U ≤ LB
√
x/D. Indeed, if U > LB

√
x/D, then∫

s=1/2+it
t∈P(χ,T,U)

F (s, χ)
(1 + η)s − 1

s
· ysds� min{η, 1/T}

√
x√

xLB/D

∫ 2T

−2T
|F (1/2 + it, χ)|2dt.

Consequently, Lemma 3.1 implies that

∑
D<d≤2D

∑∗

χ (mod d)

∫ 4x

x

∣∣∣∣∣∣∣∣∣
∫

s=1/2+it
t∈P(χ,T,U)

F (s, χ)
(1 + η)s − 1

s
· ysds

∣∣∣∣∣∣∣∣∣
� Dxmin{η, 1/T}

LB
∑
d≤D

∑∗

χ (mod d)

∫ 2T

−2T
|F (1/2 + it, χ)|2dt

� Dxmin{η, 1/T}
LB

(D2T + x)L4k2+2 � Dx

LB−4k2−2
(D2 + ηx)� Dηx2

LB−4k2−2
,

which is admissible provided that B ≥ A+ 8k20 + 6, a condition we assume from now on. So
we only need to consider the case when U ≤ LB

√
x/D.

Finally, we prove that we may restrict our attention to the case when U ≤
√
x/LC . If

D > LB+C , this is implied by our assumption that U ≤ LB
√
x/D. So we assume that

D ≤ LB+C . We fix a small positive constant δ to be chosen later and we set

J = {1 ≤ j ≤ 2k : Nj > xδ
2} and J = |J |.

As long as δ2 < 1/(2k) (which we shall assume), we have that J ≥ 1. If j ∈ J and χ
is a primitive character modulo some d ∈ (D, 2D], then we have that |Fj(1/2 + it, χ)| �√
Nj/LC+1 for all t ∈ [−x, x]. Showing this inequality is routine: we start by using Perron’s

formula to express Fj(1/2 + it, χ) in terms of L′(s, χ), L(s, χ) or (1/L)(s, χ), according to
whether j = 1, 1 < j ≤ k or k < j ≤ 2k, respectively. Then we shift the contour to the left
and bound L(s, χ), L′(s, χ) or (1/L)(s, χ) in the neighbourhood of the line <(s) = 1 using
exponential sum estimates due to Vinogradov. (Note that when =(s) is small and k < j ≤ 2k,
we need to make use of our assumption that D ≤ LB+C and to apply Siegel’s theorem.) Since
|Fj(1/2 + it, χ)| �

√
Nj/LC+1 for t ∈ [−x, x], we may assume that Uj �

√
Nj/LC+1 for all

j ∈ J , which in turn implies that U =
∏2k

j=1 � L−C−1
∏2k

j=1

√
Nj �

√
x/LC+1. So if x is

large enough, then U ≤
√
x/LC , as claimed.

Hence from now on we assume that U satisfies relation (4.8). Fix for the moment a
character χ and consider the integral

I = I(χ, T,U) =

∫ 3x

x

∣∣∣∣∣∣∣∣∣
∫

s=1/2+it
t∈P(χ,T,U)

F (s, χ)
(1 + η)s − 1

s
· ysds

∣∣∣∣∣∣∣∣∣ dy.
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Employing the Cauchy-Schwarz inequality, we find that

I2 ≤ 2x

∫ 3x

x

∣∣∣∣∣∣∣∣∣
∫

s=1/2+it
t∈P(χ,T,U)

F (s, χ)
(1 + η)s − 1

s
· ysds

∣∣∣∣∣∣∣∣∣
2

dy

= 2x

∫ 3x

x

∫
s1=1/2+it1
t1∈P(χ,T,U)

∫
s2=1/2+it
t2∈P(χ,T,U)

F (s1, χ)F (s2, χ)
(1 + η)s1 − 1

s1

(1 + η)s2 − 1

s2
ys1+s2ds1ds2dy.

We first integrate over y and then observe that

(1 + η)1/2+it − 1

1/2 + it
� min

{
η,

1

1 + |t|

}
and that |F (s1, χ)F (s2, χ)| ≤ |F (s1, χ)|2 + |F (s2, χ)|2. So we deduce that

I2 � x3 min

{
η,

1

T

}2 ∫
P(χ,T,U)

|F (1/2 + it1, χ)|2
∫ 2T

−2T

1

1 + |t1 − t2|
dt2dt1.

The inner integral is � log(2T )� L, which reduces (4.7) to showing that

∑
D<d≤2D

∑∗

χ (mod d)

(∫
P(χ,T,U)

|F (1/2 + it, χ)|2dt
)1/2

� D
√
xmax{1, ηT}
LA+4k0+9/2

.

By an application of the Cauchy-Schwarz inequality, we find that it is enough to show that

S(T,U) :=
∑

D<d≤2D

∑∗

χ (mod d)

∫
P(χ,T,U)

|F (1/2 + it, χ)|2dt� max{1, ηT}2x
L2A+8k0+9

,(4.9)

for all T ∈ [1, x] and all U1, . . . , U2k with U ≤ min{LB
√
x/D,

√
x/LC}. We note that this

relation follows immediately by Lemma 3.1 if T > LA+6k20+6/η. So from now on we will be

assuming that T ≤ LA+6k20+6/η. Moreover, we set

H = D2T ≤ LA+6k20+6D2/η = x1−βLA+6k20+6,(4.10)

by the definition of β by relation (4.1).
In order to show (4.9), we will take advantage of the special product structure of F (s, χ),

stemming from the fact that f is a convolution. First, we consider the case when there is
some j ∈ {1, . . . , k} with Nj > (DT )1/2+δLB. For simplicity, let us assume that j ≥ 2, the
argument when j = 1 being similar. If δ1 is chosen so that (1 + δ1)/(2 + δ1) = 1/2 + δ and
M = max{1, (4DT/Nj)

1+δ1}, then Lemma 3.3 implies that

Fj(1/2 + it, χ) =
∞∑
n=1

g(n/Nj)χ(n)

n1/2+it
�
∫ ∞
−∞

∣∣∣∣∣∑
n≤M

χ(n)

n1/2+i(u+t)

∣∣∣∣∣ du

1 + u2
.
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Together with the Cauchy-Schwarz inequality and Lemma 3.1, this implies that

S(T,U)�
∫ ∞
−∞

∑
D<d≤2D

∑∗

χ (mod d)

∫ 2T

−2T

∣∣∣∣∣∑
n≤M

χ(n)

n1/2+i(u+t)

∣∣∣∣∣
2 ∏
1≤`≤2k
`6=j

|F`(1/2 + it, χ)|2 dtdu

1 + u2

�
(
x+ x(DT/Nj)

1+δ1

Nj

+H

)
L4k2+2 ≤

(
2x

LB
+H

)
L4k2+2.

Since H ≤ x1−β+o(1) by (4.10), we conclude that S(T,U )� x/LB−4k2−2, so (4.9) does hold,
provided that B ≥ 2A+ 12k20 + 11.

The above discussion allows to assume that if j ∈ {1, . . . , k}, then

Nj ≤ (DT )1/2+δLB ≤ x(1/2+δ)(1−(θ+β)/2)+o(1) ≤ x1/2−δ,

provided that δ is small enough. We suppose that k0 ≥ 3, so that Nj ≤ x1/3 for all
j ∈ {k + 1, . . . , 2k}. Therefore, we see that J = |J | ≥ 3.

Next, we reduce (4.9) to a problem about large values of Dirichlet polynomials. We set

Z(χ, T,U) = {n ∈ Z : [n, n+ 1] ∩ P(χ, T,U) 6= ∅} =: {n1, . . . , nr},

say, with n1 < n2 < · · · < nr. For each j ∈ {1, . . . , r}, we select tj ∈ [nj, nj+1] ∩ P(χ, T,U),
and we set Rm(χ, T,U) = {tj : 1 ≤ j ≤ r, j ≡ m (mod 2)} for m ∈ {0, 1}, then the sets

Rm(T,U) :=
⋃

D<d≤2D

⋃
χ (mod d)
χ primitive

{(χ, t) : t ∈ Rm(χ, T,U)} (m ∈ {0, 1})

are well-spaced according to the definition before Lemma 3.2. Finally, we note that

S(T,U)� U2(|R0(T,U)|+ |R1(T,U )|),

which reduces (4.9) to showing that

|Rm(T,U)| � x

L2A+8k0+9U2
(m ∈ {0, 1}).(4.11)

We fix m ∈ {0, 1} and proceed to the proof of (4.11). We distinguish several cases.

Case 1. Assume that there is a j ∈ J such that Uj >
√
Nj/LB.

We fix a large enough positive integer r so that U2r
j ≥ H and we apply Lemma 3.2 with

Fj(s, χ)r in place of A(s, χ) to deduce that

|Rm(T,U)| �
N r
j +H

U2r
j

L9r2+18 � L4rB+9r2+18 � x

U2L2A+8k0+9

by (4.8), provided that C is large enough. So (4.11) does hold in this case.

Case 2. Suppose that Uj ≤
√
Nj/LB for all j ∈ J and that there is some j ∈ J such

that Uj ≤ xβ/2/LB.
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We apply Lemma 3.1 with
∏

` 6=j F`(s, χ) in place of A(s, χ) and use relation (4.10) to deduce
that

|Rm(T,U)| � x/Nj +H

(U/Uj)2
L12k2+24 =

x

U2

(
U2
j

Nj

+
U2
jH

x

)
L12k2+24

� x

U2

(
1

L2B
+

(xβ/L2B)x1−βLA+6k20+6

x

)
L12k2+24,

which shows (4.11) by taking B ≥ 3A/2 + 13k20 + 20.

Case 3. Assume that Uj ∈ [xβ/2/LB,
√
Nj/L2B] for all j ∈ J and that β ≥ 1/(2J) + ε/2,

where J = |J |.

In this case we argue by contradiction: we begin by assuming that |Rm(T,U)| ≥ x/(U2L2A+8k0+9).
For every j ∈ J , we apply Lemma 3.2 with

∏
`6=j F`(s, χ) in place of A(s, χ) to deduce that

x

U2L2A+8k0+9
≤ |Rm(T,U)| �

(
x/Nj

(U/Uj)2
+
Hx/Nj

(U/Uj)6

)
L12k2+24

≤ x

U2L2B−12k2−24 +
x2−βU6

j

U6Nj

LA+18k20+30,

by (4.10) and our assumption on Uj. Since B ≥ 3A/2 + 13k20 + 20, this implies that

x

U2L2A+8k0+9
�

x2−βU6
j

U6Nj

LA+18k20+30 =⇒ U4

U6
j

� x1−β

Nj

L3A+26k20+39.

We multiply the last inequality for all j ∈ J to find that

U4J−6 � xJ(1−β)−1+kδ
2LJ(3A+26k20+39).

We have that U ≥
∏

j∈J Uj ≥ (xβ/2/LB)J . Therefore

(2J − 3)Jβ ≤ J − 1− βJ + (k + 1)δ2 =⇒ 2Jβ ≤ 1 + (k + 1)δ2,

which contradicts our assumption that β ≥ 1/(2J) + ε/2 if δ is small enough in terms of ε
and k. Therefore relation (4.11) holds in this case too.

We note that since J ≥ 3, the above discussion shows Theorem 1.1 when θ ≤ 1/2. Indeed,
in this case β ≥ α + ε/2 = 1/6 + ε/2 ≥ 1/(2J) + ε/2, so we see that Cases 1-3 above are
exhaustive. Hence from on we may assume that θ > 1/2. For such a θ, we must have that
α+ θ ≥ 2/3 by the definition of α. Since β ≥ α+ ε/2, we must have that β + θ ≥ 2/3 + ε/2.
So the last case we consider is:

Case 4. Assume that Uj ∈ [xβ/2/LB,
√
Nj/L2B] for all j ∈ J , that β < 1/(2J) + ε/2,

and that β + θ ≥ 2/3 + ε/2.

Recall that Nj ≤ (DT )1/2+δ = x(1/2+δ)(1−(θ+β)/2)+o(1) for all j ∈ {1, . . . , k}. If δ is small
enough in terms of ε, then our assumption that β+θ ≥ 2/3+ ε/2 implies that Nj ≤ x1/3−ε/10

when 1 ≤ j ≤ k. If we take k0 = 4, so that Nj ≤ x1/4 when k + 1 ≤ j ≤ 2k, then we
must have that J ≥ 4. In particular, β < 1/8 + ε/2, whence we deduce that α < 1/8. The
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definition of α then implies that θ > 5/8, so that α = (1− θ)/3. Recall that U ≤ LB
√
x/D.

Since U2 ≥ (xβ/L2B)J ≥ x4βL−8B, we conclude that

x4β ≤ L
10Bx

D2
= L10B+A+1x1−θ+β.

Therefore β ≤ (1 − θ)/3 − o(1). However, this contradicts the fact that β ≥ α + ε/2 ≥
(1 − θ)/3 + ε/2. This shows that this last case cannot actually occur, thus completing the
proof of relation (4.11) and hence of Theorem 1.2.

Remark 4.1. The above method cannot be improved without some additional input. This
can be seen by taking Nj = x1/J when 1 ≤ j ≤ J and Nj = 1 when J < j ≤ 2k0, so that

J = {1, . . . , J}. Also, we assume that Uj = N
1/4
j , so that when we apply Lemma 3.2, the

two different expressions on the right hand side balance. Then the only estimate we can
extract from Lemma 3.2 is

|Rm(T,U)| �
(
xr/J

U2r/J
+

H

U2r/J

)
LO(1) (r ∈ N).

The largest r we can take while still having that xr/J/U2r/J is smaller than x/U2 is r =
J − 1. For this choice, assuming also that T = 1/η, we find that H/U2r/J = U2/JH/U2 =
U2/Jx1−β/U2. So in order to make this expression smaller than x/U2, we need to assume

that U2 ≤ xJβ. Since Uj = N
1/4
j , we have that U2 � x1/2, so we must have that β ≥ 1/(2J).

As it is clear from the proof, what allows us improve upon this estimate when θ > 5/8 is the
fact that we also know that U ≤ LB

√
x/D.

5. Proof of Theorem 1.3

Fix ε, A and x, h,Q as in the statement of Theorem 1.3. As in the previous section, all
implied constants might depend on ε and A.

When h > x/LA+1, then Theorem 1.3 follows by the Bombieri-Vinogradov theorem. So
assume that h ≤ x/LA+1. Note that we also have that h ≥ x1/15+ε. Therefore, using
Buchstab’s identity as in [Li97], we can construct a function ρ : N → R that satisfies the
following properties:

• ρ ≤ 1P, where 1P is the indicator function of the set of primes;
• ρ is supported on integers free of prime factors < x1/100;
• ρ(n) = O(1) for all n ≤ 2x;
• there is a positive constant c1 such that∫ 2x

x

∣∣∣∣∣ ∑
y<n≤y+h

ρ(n)− c1h

log y

∣∣∣∣∣ dy � hx

LA+2(5.1)

We claim that ρ also satisfies the inequality

∫ 2x

x

∑
q≤Q

max
(a,q)=1

∣∣∣∣∣∣∣∣
∑

y<n≤y+h
n≡a (mod q)

ρ(n)− c1h

φ(q) log y

∣∣∣∣∣∣∣∣ dy �A,ε
hx

LA
,(5.2)

for all A > 0. Before proving this relation, we will demonstrate that it implies Theorem 1.3.
Without loss of generality, we may assume that h ∈ Z. Consider integers x1, x2, Q1, Q2 with
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x ≤ x1 < x2 ≤ 2x and Q/2 ≤ Q1 < Q2 ≤ Q. Then relation (5.2) immediately implies that

∑
x1≤m<x2

∑
Q1<q≤Q2

max
(a,q)=1

∣∣∣∣∣∣∣∣
∑

m<n≤m+h
n≡a (mod q)

ρ(n)− c1h

φ(q) logm

∣∣∣∣∣∣∣∣�
hx

LA
.

Therefore, the number of pairs (q,m) ∈ N2 ∩ ((Q1, Q2]× [x1, x2)) such that∣∣∣∣∣∣∣∣
∑

m<n≤m+h
n≡a (mod q)

ρ(n)− c0h

φ(q) logm

∣∣∣∣∣∣∣∣ ≥
c1h

2φ(q) log y

is O(QxL−A+1). Since ρ ≤ 1P and log n ∼ logm for n ∈ [m,m+h] ⊂ [x, 3x], we deduce that

#


(q,m) ∈ N2

Q1 < q ≤ Q2

x1 ≤ m < x2

:
∑

m<p≤m+h
p≡a (mod q)

log p ≥ c1h

3φ(q)
when (a, q) = 1

 = (Q2 −Q1)(x2 − x1)

+O

(
Qx

LA−1

)
.

Theorem 1.3 then follows with c = c1/3 by the above estimate and a dyadic decomposition
argument, after replacing A with A+ 1.

So we have reduced our task to showing relation (5.2). In view of relation (5.1), we further
note that we may instead show that

∫ 2x

x

∑
q≤Q

max
(a,q)=1

∣∣∣∣∣∣∣∣
∑

y<n≤y+h
n≡a (mod q)

ρ(n)− 1

φ(q)

∑
y<n≤y+h

ρ(n)

∣∣∣∣∣∣∣∣ dy �
hx

LA
.(5.3)

Hence, arguing as in Section 2 and using the zero-density estimate (1.2) with c = 12/5 + ε,
we find that it suffices to prove that∫ 4x

x

∑
D<d≤2D
d/∈E

∑∗

χ (mod d)

S(y, ηy; ρχ)dy � Dηx2

LA+4(5.4)

with η = h/(xLA+1) and E being the set of moduli q ≤ Q which are multiples of integers d
modulo which there exists a primitive Dirichlet character χ such that N(σ0, x, χ) ≥ 1, where
σ0 = 1− c0(logL)/L for some constant c0 that can be taken arbitrarily large. There is only
one thing that does not transfer immediately: relation (2.6). Indeed, we need to be more
careful when passing from all Dirichlet characters to primitive ones. Note that in order to
perform this passage we need to show that

S :=
∑
q≤Q

1

φ(q)

∑
d|q

∑∗

χ (mod d)

∣∣∣∣∣∣∣∣
∑

y<n≤y+ηy
(n,q)>1

χ(n)ρ(n)

∣∣∣∣∣∣∣∣�
ηy

LA
,
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for all y ∈ [x, 3x]. We write d = qm and note that the the presence of the character χ in the
inner sum implies automatically that the sum is supported on integers n which are coprime
to d. So the condition (n, q) > 1 may be replaced by the condition (n,m) > 1. Splitting also
the range of d into O(L) intervals of the form (D, 2D], we deduce that

S � L2 max
1/2≤D≤Q

1

D

∑
m≤Q/D

1

m

∑
D<d≤2D

∑∗

χ (mod d)

∣∣∣∣∣∣∣∣
∑

y<n≤y+ηy
(n,m)>1

χ(n)ρ(n)

∣∣∣∣∣∣∣∣ .
We fix D ∈ [1/2, Q] and m ≤ Q/D and note that the Cauchy-Schwarz inequality and the
Large Sieve [Dav00, p. 160, Theorem 4] imply that 1

D

∑
D<d≤2D

∑∗

χ (mod d)

∣∣∣∣∣∣∣∣
∑

y<n≤y+ηy
(n,m)>1

χ(n)ρ(n)

∣∣∣∣∣∣∣∣


2

�
∑

D<d≤2D

∑∗

χ (mod d)

∣∣∣∣∣∣∣∣
∑

y<n≤y+ηy
(n,m)>1

χ(n)ρ(n)

∣∣∣∣∣∣∣∣
2

� ηy
∑

y<n≤y+ηy
(n,m)>1

|ρ(n)|2,

since D ≤ Q ≤ √ηy by assumption. By the properties of ρ mentioned above we find that∑
y<n≤y+ηy
(n,m)>1

|ρ(n)|2 �
∑

y<n≤y+ηy
p|n ⇒ p>x1/100

(n,m)>1

1 ≤
∑

g|m, g>1

p|g ⇒ p>x1/100

∑
y<n≤y+ηy
(n,m)=g

1�
∑
g|m

g>x1/100

(
ηy

g
+ 1

)
� τ(m)ηy

x1/100
.

Consequently,

S � L2ηy

x1/200

∑
m≤Q/D

√
τ(m)

m
� ηy

LA
,

as claimed. So we may indeed focus on proving relation (5.4).
Finally, arguing alone the lines of Section 2 and of Section 4, we find that relation (5.4)

can been reduced to showing that∑
D<d≤2D
d/∈E

∑∗

χ (mod d)

∫ 2T

−2T

∣∣∣∣∣∑
n�x

ρ(n)χ(n)

n1/2+it

∣∣∣∣∣
2

dt� x

LA1
(1 ≤ T ≤ η−1LA1 , D ≤ Q),

for some constant A1 that is sufficiently large in terms of A. The fact that ρ does satisfy
this bound is now a consequence of the methods in [Li97]. Indeed, here the ‘length of the
average’ D2T (we are summing over about D2 characters and integrating over an interval of
length T ) satisfies the inequality D2T ≤ x14/15+2ε, which is precisely the inequality needed
for T in [Li97], which is the length of the average there. We can then employ Lemma 3.2
in a completely analogous way to the one Halász’s method is used in [Li97]. We also need
an additional input: that, for all characters χ we are averaging over, and for all N ≥ xδ, we
have ∑

N<p≤2N

χ(p)

p1/2+it
�
√
N

LA2
,
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where A2 is a sufficiently large constant. This is a consequence of our assumption that
d > D ≥ 1 (so χ is non-principal) and that d /∈ E , provided that c0 is large enough in terms
of A2. Thus Theorem 1.3 follows.

Remark 5.1. With a little more care, we may even assume that we work with primitive
characters χ such that ∑

N<p≤2N

χ(p)

p1/2+it
�

√
N

exp{L1/3−ε}
.(5.5)

Let z = exp{L2/3+ε/2} and let E ′ be the set integers d modulo which there exists a primitive
Dirichlet character χ such that N(1− c/ log z, x, χ) ≥ 1, where c is a small enough constant.
Page’s theorem [Dav00, p. 95] and the Korobov-Vinogradov zero-free region for Dirichlet L-
functions (see the notes of Chapter 9 in [Mon94]) imply that E ′ contains at most one element
≤ z. Then the argument leading to (2.3) allows us to restrict our attention to q ∈ [1, Q]
which are not multiples of integers in E ′. Moreover, if χ is a non-principal character modulo
such a q, then relation (5.5) holds.
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